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Abstract

The principle of maximum entropy has been a central tool in thermodynamics, data reduction and inverse problems with noisy data. Unfortunately, it has a natural bias towards the uniform distribution, which it picks out in the absence of any other information. For classical systems the generalization to the principle of minimum Kullback information allows for arbitrary prior information. Even though the quantum mechanical version of the Kullback information has no known closed form it is still a useful tool: we use it to define an information theoretic measure of the quantum "entanglement" of a pair of systems in a pure state; further, using the geometry of statistical correlations we derive trajectories which closely approximate the optimal quantum inference from prior to posterior; finally, we use this geometry to obtain a near optimal detection scheme in binary communication.

PACS: 89.70. + c; 03.65. – w; 89.80. + h

1. Introduction

Shannon's celebrated definition of information is
\[ H(p) = - \sum_j p_j \ln p_j, \tag{1} \]
where \( p = \{ p_j \} \) is a discrete probability distribution with outcome \( j \) having probability \( p_j \). It has found wide application in many fields, most notably: computing, physics and telecommunications. The principle of maximum entropy, first introduced by Jaynes [1] (for some subtleties, see Ref. [2]), was posed as a general method of inference. This principle gives the most likely distribution, subject to some constraints, when we have no specific bias towards any particular distribution (more precisely when we would choose the uniform distribution in the absence of any other information). Originally proposed for thermodynamics, today it is widely used in a variety of fields principally for data reduction and solving inverse problems with noisy data [3,4].

In 1959 Kullback [5] proposed a somewhat different measure, the Kullback information,
\[ K(p \mid p_0) = \sum_j p_j \ln \left( \frac{p_j}{p_0} \right), \tag{2} \]
this is a measure of negative relative entropy of one distribution \( p \) relative to another \( p_0 \). If \( p_0 = \{ 1/n, \ldots, 1/n \} \) is the uniform distribution then this information reduces to the negative Shannon information \( H(p) \) up to an additive constant \( K(p \mid \{ 1/n, \ldots, 1/n \}) = \ln n - H(p) \). This measure leads to a generalized method of inference via the principle of minimum Kullback information [5], yielding the most likely distribution \( p \) (the posterior) when we have a prior bias towards the distribution \( p_0 \) (the prior). The Kullback information is the mean
information required to turn the prior $p_0$ into the posterior $p$ [6].

The Shannon information for a quantum system having density operator $\hat{\rho}$ is simply $H(p)$, with $p^j = \text{tr}(\hat{P}_j \hat{\rho})$, when observed in basis $\{\hat{P}_j\}$. Because a bad choice of basis may throw away information the optimal measure of Shannon information for a quantum system is

$$\min_{(\hat{P}_j)} H(p) = -\text{tr}(\hat{\rho} \ln \hat{\rho}) \equiv S(\hat{\rho}), \quad (3)$$

which is just the system’s von Neumann entropy. (It may be thought of as the least missing information about the quantum system.)

One of the reasons why the Kullback information has not been more widely used in physics is because it has not been successfully generalized to quantum mechanics. In a fixed basis the Kullback information for state $\hat{\rho}$ relative to $\hat{\rho}_0$ is

$$K_{\{\hat{P}_j\}}(\hat{\rho} | \hat{\rho}_0) = \sum_j \text{tr}(\hat{P}_j \hat{\rho}) \ln\left[\frac{\text{tr}(\hat{P}_j \hat{\rho})}{\text{tr}(\hat{P}_j \hat{\rho}_0)}\right]. \quad (4)$$

Since a bad choice of basis might make $\hat{\rho}$ and $\hat{\rho}_0$ less distinguishable we need to maximize Eq. (4) over all bases to obtain the optimal Kullback information, i.e., the quantum Kullback is $K(\hat{\rho} | \hat{\rho}_0) = \max_{\{\hat{P}_j\}} K_{\{\hat{P}_j\}}(\hat{\rho} | \hat{\rho}_0)$. This approach is sufficient for obtaining numerical results, but somewhat detracts from the general utility one might have hoped for by forcing us to explicitly introduce a basis. We might have expected the quantum generalization of Eq. (2) to take the form $K(\hat{\rho} | \hat{\rho}_0) = \text{tr}[\sigma(\hat{\rho} \ln \hat{\rho} / \hat{\rho}_0)]$ where $\sigma$ is some ordering operator. Unfortunately, so far the correct choice for this ordering is unknown [7]. (It has even been suggested that no closed form expression exists [8].)

We start by using the quantum Kullback information $K(\hat{\rho} | \hat{\rho}_0)$ to derive a quantitative measure of quantum entanglement between pairs of systems (despite the lack of a closed form). Next, we rewrite classical inference as a trajectory from prior to posterior and show that a simple geometric structure underlies this formulation. We show that this classical geometric structure may be generalized to quantum mechanics and this allows us to perform quantum inference directly. We describe the cases where this procedure leads to optimal inference by minimizing $K(\hat{\rho} | \hat{\rho}_0)$. Finally, this geometric structure suggests an observable for “optimally” distinguishing states. We show that this observable may be used to design a near-optimal detection scheme in communication employing pairs of non-orthogonal states.

2. Measure of quantum entanglement

One of the most intriguing features of quantum mechanics is that widely separated systems can exhibit “non-local” influences, suggesting that the measurement of one system affects the other. This effect is due to the “entanglement” of the two separated systems, which means, in the formalism of quantum mechanics, that the two systems are actually one. The entire system is described by a single wave-function.

In quantum mechanics an arbitrary two-particle pure state may be written as $|\Psi\rangle = \sum_j |\alpha_j \rangle |\psi_j\rangle_1 \otimes |\phi_j\rangle_2$, decomposed here in the Schmidt basis. Measurements on either particle separately will yield reduced density operators for particle 1 and 2 as $\hat{\rho}_1 = \sum_j |\alpha_j \rangle \langle \alpha_j | \otimes |\psi_j\rangle_1 \langle \psi_j |$ and $\hat{\rho}_2 = \sum_j |\alpha_j \rangle \langle \alpha_j | \otimes |\phi_j\rangle_2 \langle \phi_j |$ respectively.

Thus, to characterize the difference between the uncorrelated systems $\hat{\rho}_1 \otimes \hat{\rho}_2$ and the entangled systems $|\Psi\rangle$, we would like to quantify the mean information required to infer the complete entangled state from the uncorrelated states. Following an interpretation of the classical version [6] that amount of information will be characterized by the quantum Kullback information $K(\hat{\rho} | \hat{\rho}_0)$. The maximization is easily carried out in this case with the Schmidt basis itself being optimal. The result is

$$K(\hat{\rho} | \hat{\rho}_0) = -\sum_j |\alpha_j \rangle \langle \alpha_j | \ln |\alpha_j \rangle \langle \alpha_j |. \quad (5)$$

This then is an information theoretic measure of quantum entanglement and, as intuitively chosen by others [9], is just the entropy of either subsystem taken separately.

\footnote{Ref. [9] demonstrates that in more than two dimensions many “measures” of entanglement fail to be even monotonic functions of each other.}
3. Classical inference

Consider the classical problem of finding the minimum Kullback information under the constraint \( \langle A \rangle = \sum_j p_j A_j = c \). The variational problem can be solved quite easily, yielding \( p^i(t) \propto e^{-\Delta A_i/p_i^0} \) where \( t \) is the Lagrange multiplier. Nonetheless, it is convenient to write the solution in differential form

\[
\frac{dp^i(t)}{dt} = -p^i(t) \Delta A_j,
\]

where \( \Delta A = A - \langle A \rangle \) (with the expectation calculated for \( p(t) \)). Integrating this trajectory from an initial distribution \( p(0) = p_0 \) at \( t = 0 \), we reach the minimum Kullback information when the trajectory passes through the "surface" of distributions which satisfies our constraint \( \langle A \rangle = c \).

4. Geometry of classical inference

The above description is simple enough, however, in order to generalize it to quantum systems we find it convenient to rewrite it in terms of geometric concepts. We may achieve this by introducing the metric tensor \( g_{jk} = \delta_{jk}/p^j \) and by treating the infinitesimal increments in a distribution \( dp^j \) as contravariant vectors (having raised indices), and the deviations of random variables from the mean \( \Delta A_j \) as covariant vectors (having lowered indices). In this way, Eq. (6) becomes [10]

\[
\frac{dp^i(t)}{dt} = -\sum_k g^{jk} \Delta A_j,
\]

where \( (g^{jk}) = (g_{jk})^{-1} \) is the so-called raising operator that converts covariant vectors to contravariant ones (lowered indices to raised ones). The trajectory described by this equation is determined by the constraint itself. This recasting of an already simple problem yields a surprisingly powerful approach that may be used for more complicated constraints. In particular, this type of approach yields the fastest numerical method for minimizing Kullback information in real-world problems such as image reconstruction or generic inverse problems in the presence of statistical noise [4].

To complete our discussion of the classical geometry we note that the form of the inner product between a pair of contravariant vectors is \( dp \cdot dq = \sum_j g_{jk} dp^j dq^k = \sum_j dp^i dq^k/p_i^0 \) which directly yields the Fisher information matrix [11], an important tool in estimation theory. Similarly, for covariant vectors

\[
\Delta A \cdot \Delta B = \sum_k g^{jk} \Delta A_j \Delta B_k = \langle \Delta A \Delta B \rangle,
\]

yielding the matrix of statistical correlations between random variables.

We have shown that the classical Kullback information may be constructed in terms of much more elementary geometric objects. This gives us hope that the same approach may lead to useful results in the quantum mechanical case.

5. Quantum geometry

In the classical statistical geometry presented above, each distribution \( p = \{p_i\} \) corresponds to a point while the infinitesimal increments \( dp = \{dp^j\} \), correspond to contravariant vectors and may be conveniently described with the traditional index notation. By contrast, in the quantum geometry, where density operators \( \hat{\rho} = \sum_{jk} \rho_{jk} |j\rangle \langle k| \) are points, the contravariant vectors \( dp^i \hat{\rho} \) are no longer conveniently written with a single index. We choose to abandon the index notation as much as possible. Instead of viewing two dual spaces of vectors (the contravariant and covariant vectors) we now view these same objects in a more pictorial manner.

The points remain as they were and we modify our language for the infinitesimal increments \( d\hat{\rho} \) by calling them tangent vectors. The biggest change, however, is in our treatment of the dual space: Each observable \( \hat{A} \) is viewed as a family of surfaces (called a 1-form); each surface in its family comprises all the points \( \hat{\rho} \) that yield a given expectation value, say, \( \langle \hat{A} \rangle = c_2 \). This is illustrated in Fig. 1. Strictly, we should only describe the zero-mean observables \( \Delta \hat{A} \) as 1-forms, however, it is convenient to affix \( \hat{\mathcal{H}} \) to the space of 1-forms, thus incorporating all observables as we have done. (To be consistent, we must then affix the density operators \( \hat{\rho} \) to the space of tangent vectors; this is equivalent to including unnormalized density operators as points.)
We pick our metric so as to describe statistical correlations by the "inner product" between observables (in analogy with Eq. (8)). Thus, $A \cdot B \equiv \langle \hat{A} \hat{B} + \hat{B} \hat{A} \rangle = \text{tr} [\hat{A}^{1/2} (\hat{B} \hat{B} + \hat{B} \hat{B}) \hat{A}] = \text{tr} [\hat{A} \mathcal{R}_\hat{B} (\hat{B})]$ which yields the raising operator (generalizing $g^A$)

$$\mathcal{R}_\hat{B} (\hat{B}) = \frac{1}{2} (\hat{B} \hat{B} + \hat{B} \hat{B}).$$ (9)

The lowering operator $\mathcal{L}_\hat{B}$ is just the inverse of $\mathcal{R}_\hat{B}$ [12]. These operators are important, because they tell us how to construct tangent vectors that are orthogonal to surfaces and conversely, as illustrated in Fig. 2.

Finally, $d s^2 = d \hat{B} \cdot d \hat{B} = \text{tr} [d \hat{B} \mathcal{L}_\hat{B} (d \hat{B})]$ is the line element. This is precisely the distinguishability metric for density operators, obtained by Braunstein and Caves [13] by optimizing over all generalized quantum measurements for distinguishing neighboring quantum states $\hat{B}$ and $\hat{B} + d \hat{B}$. It is also the infinitesimal form of a distance function introduced by Bures [14], which Uhlmann [15] interpreted as a generalization of transition probabilities to mixed states.

6. Quantum inference

Having specified the geometry, we now derive the generalization to the trajectories which described classical inference. Following the lead given in Eq. (7), the quantum trajectories are given by

$$\frac{d \hat{B}}{d t} = -\mathcal{R}_\hat{B} (\Delta \hat{A}),$$ (10)

with $\hat{B}(0) = \hat{B}_0$ at $t = 0$. These trajectories describe paths that pass orthogonally through the family of surfaces, corresponding to some observable $\hat{A}$, as illustrated in Fig. 3. Using the trivial identity $\mathcal{R}_\hat{B} (\hat{A}) = \mathcal{R}_\hat{A} (\hat{B})$ we derive the form of the trajectories as

$$\hat{B}(t) \propto \exp (-\hat{B} \Delta t/2) \hat{B}_0 \exp (-\hat{B} \Delta t/2).$$ (11)

This result may be thought of as a sort of symmetrized Boltzmann distribution at inverse temperature $\beta = 1/t$ in the presence of prior information (i.e., with a bias towards $\hat{B}_0$). We know that these trajectories yield the optimal state with respect to $K_0 (\hat{B} | \hat{B}_0)$ for three cases: (i) in the classical case where $[\hat{A}, \hat{B}_0] = 0$; (ii) when the prior distribution is uniform $\hat{B}_0 \propto \hat{B}^0$; and (iii) when the posterior $\hat{B}$ is "near" the prior $\hat{B}_0$ [13].

Having found the quantum trajectories, we now consider the inverse problem of finding the family of surfaces $\hat{A}$ whose trajectories connect the pair of
Table 1
Comparison of \( \langle I_{\text{tra}} \rangle \) with \( \langle I_{\text{acc}} \rangle \) (in nats) for various signal probabilities \( q \). Pairs of \( 2 \times 2 \) reduced density operators were calculated from pairs of randomly selected pure states in a \( D \)-dimensional Hilbert spaces

<table>
<thead>
<tr>
<th>( q )</th>
<th>( D = 4 )</th>
<th>( D = 6 )</th>
<th>( D = 8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \langle I_{\text{tra}} \rangle )</td>
<td>( \langle I_{\text{acc}} \rangle )</td>
<td>( \langle I_{\text{tra}} \rangle )</td>
</tr>
<tr>
<td>0.01</td>
<td>0.00830</td>
<td>0.00868</td>
<td>0.00523</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0676</td>
<td>0.0691</td>
<td>0.0465</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1164</td>
<td>0.1178</td>
<td>0.0804</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1735</td>
<td>0.1742</td>
<td>0.1228</td>
</tr>
</tbody>
</table>

states \( \hat{\rho}_0 \) and \( \hat{\rho}_1 \). This may be done by inspection, giving the observable

\[
\hat{A} = 2 \ln \left( \hat{\rho}_1^{-1/2} \sqrt{\hat{\rho}_1^{1/2} \hat{\rho}_0 \hat{\rho}_1^{1/2}} \hat{\rho}_1^{-1/2} \right).
\]

(12)

This expression has been derived independently by Fuchs and Caves [16] in a different context. As an indirect test of our approach we will now use this observable as the basis for a detection scheme in communication employing non-orthogonal states.

7. Binary communication

A binary communication channel consists of a pair of signal states \( \hat{\rho}_0 \) and \( \hat{\rho}_1 \), which are sent with probabilities \( 1 - q \) and \( q \) respectively. Shannon’s mutual information describes the mean information that can be transmitted down the channel per symbol; expressed in terms of the Kullback information it takes the form [17]

\[
I = (1 - q) K(\rho_0 \| p) + q K(\rho_1 \| p).
\]

(13)

where \( p_i = \text{tr}(\hat{P}_i \hat{\rho}_0) \), \( p_i^j = \text{tr}(\hat{P}_i \hat{\rho}_1) \) and \( p^j = (1 - q) p_i^j + q p_i^f \) for basis \( \{ \hat{P}_i \} \). The eigenvalues of \( \hat{A} \) in Eq. (12) define a basis with which a detection scheme could in principle be constructed. We call the mutual information associated with this trajectory observable \( I_{\text{tra}} \). The maximum mutual information (over choice of basis) is the maximum accessible information \( I_{\text{acc}} \) available and has been notoriously difficult to calculate [18], though it has been explicitly solved for in the case of \( 2 \times 2 \) density operators [17]; we shall use this result as a bench mark for the performance of \( I_{\text{tra}} \).

The numerical experiments we performed consisted of randomly selecting a pair of \( 2 \times 2 \) density operators and calculating both \( I_{\text{tra}} \) and \( I_{\text{acc}} \). The subtle part of the calculations consisted of choosing a suitable measure for randomly sampling the density operators in order to obtain a meaningful average. Building on the work of uniform measures for pure states, a random state was chosen as the reduced density operator in a \( 2 \)-dimensional subspace of a randomly selected pure state in a \( 2n \)-dimensional Hilbert space [19]. Table 1 shows the results for samplings made from a \( D = 4, 6 \) and \( 8 \) dimensional Hilbert space for various values of the signal probability \( q \). We see that the mean \( \langle I_{\text{tra}} \rangle \) is very close to its upper bound \( \langle I_{\text{acc}} \rangle \) and indeed the relative discrepancy decreases as the dimensionality of the Hilbert space is increased.

The work reported here was based on techniques that are simple to manipulate. Their remarkable performance is encouraging for the future of quantum inference and suggests that they may be expanded to characterize entanglement for mixed states and improving inference from non-trivial prior information. These methods can be applied to improve detection design in communication.
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