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Abstract—This paper considers a novel implementation scheme for fixed priority (FP) uniprocessor scheduling of mixed criticality systems. The scheme requires that jobs have their execution times monitored. If system behavior inconsistent with lower criticality levels is detected during run-time via such monitoring, (i) tasks of lower criticalities are discarded (this is already done by current FP mixed-criticality scheduling algorithms); and (ii) the priorities of the remaining tasks may be re-ordered. Evaluations illustrate the benefits of this scheme.

I. INTRODUCTION

Although the formal study of mixed criticality systems (MCSs) is a relatively new endeavor, starting with the paper by Vestal (of Honeywell Aerospace) in 2007 [11], a standard execution model for mixed-criticality recurrent real-time systems is emerging (see for example [8]). For dual criticality systems this standard model may be described as follows:

- Each task \( \tau_i \) is characterized by its criticality \( \chi_i \in \{\text{LO}, \text{HI}\} \), the minimum inter-arrival time of its jobs (period denoted by \( T_i \)), deadline (relative to the release of each job, denoted by \( D_i \)), and worst-case execution times (one per criticality level), denoted by \( C_i(\text{HI}) \) and \( C_i(\text{LO}) \). It is assumed that \( C_i(\text{HI}) \geq C_i(\text{LO}) \).
- A mixed criticality system is defined to execute in either of two “modes”: a HI-criticality mode and a LO-criticality mode. The system starts in the LO-criticality mode, and remains in that mode as long as all jobs execute within their low criticality execution times (\( C_i(\text{LO}) \)). If any job executes for its \( C_i(\text{LO}) \) execution time without completing then the system immediately moves to the HI-criticality mode.
- The correctness criterion for the system is as follows: all job deadlines should be met in LO-criticality mode, but in HI-criticality mode it is only required that jobs of HI-criticality tasks meet their deadlines.

In this paper, we are concerned with the fixed-priority (FP) scheduling of such dual criticality task systems. There is a general consensus concerning the implementation model of FP scheduling for “regular” (i.e. not mixed-criticality) systems: which is that at any instant during run-time, the highest priority active job is selected for execution. In mixed-criticality systems, however, matters are not quite as straightforward:

- The original work of Vestal [11] assumes exactly the same standard execution model that is used for FP scheduling of regular task systems.
- The model subsequently considered in [5] (and many other works dealing with non-FP mixed-criticality scheduling), however, incorporates a more general execution model, that allows for the aborting and subsequent discarding of LO-criticality tasks once the system moves to HI-criticality mode. It was shown [5] that this generalization results in a significant improvement in schedulability, in the sense that many task systems that cannot be scheduled correctly under the standard execution model can be scheduled correctly if LO-criticality tasks may be discarded upon a mode-change.
- By allowing that certain tasks be discarded upon the occurrence of a mode-change, the model of [5] and others requires a considerable re-organization of the run-time structure of the system when a mode-change occurs. In this paper, we therefore explore whether further improvements in schedulability can be achieved by allowing for one more change upon the system transiting to HI-criticality mode. Specifically, we consider the effect of allowing a re-ordering of the priorities assigned to tasks upon a transition to HI-criticality mode.

We will see (Section V) that in our proposed approach both sets of priorities, those used initially and those to be used in the event of a mode-change to HI-criticality mode, are precomputed prior to run-time. Since implementing the algorithms in [5] already requires that the run-time queue of ready jobs be reorganized upon a mode-change, the additional changes to the run-time execution model that we require over and above the changes required in order to implement the algorithms in [5] are slight and do not, in our opinion, impose significant additional challenges or overheads.

Organization. The remainder of this paper is organized as follows. In Section II we briefly review some prior work from [5] that is most closely related to the algorithms we will derive here. In Section III we explore an approach different from the one considered in [11], [5], for determining priorities for the FP scheduling of mixed-criticality sporadic task systems.
This approach is based on a recently-proposed EDF-based algorithm called EDF-VD [3] for scheduling mixed-criticality sporadic systems. In Section IV we show there is indeed a benefit to re-ordering priorities upon transiting to HI-criticality mode. This motivates us to improve the algorithm derived in Section III by incorporating priority-changing; the improved algorithm is presented in Section V. We provide an empirical evaluation of this improved algorithm in Section VI.

II. RELATED WORK

We are concerned here with the schedulability analysis of mixed-criticality (MC) constrained-deadline sporadic task systems that are being scheduled by the standard fixed priority (FP) preemptive dispatcher on a single processor. This topic has previously been considered in [11], [5]; a priority-assignment algorithm called Adaptive Mixed Criticality (AMC) was introduced in [5], and shown to strictly dominate the algorithm in [11] (which was referred to as Static Mixed Criticality, or SMC, in [5]). We now provide a brief summary of AMC.

Under AMC\(^2\), priority assignment is done according to Audsley’s Optimal Priority Assignment algorithm [1]. That is, some task is identified that is schedulable if assigned the lowest priority; this task is assigned lowest priority and removed from consideration; and the process is recursively applied to the remaining tasks.

To completely specify the priority assignment strategy, it remains to describe how the lowest-priority task is identified. It was shown in [5], using results from [9] that within each criticality level (i.e., when comparing different LO-criticality tasks or different HI-criticality tasks), tasks can be assigned priorities in deadline-monotonic (DM) partial order. Hence in seeking to determine the lowest-priority task it suffices to consider only the LO-criticality task with largest relative deadline, and the HI-criticality task with largest relative deadline. This is done by determining (an upper bound on) the worst-case response time of a task \(t_k\) if it were assigned the lowest priority, and checking whether this is no larger than the relative deadline parameter of the task. If \(t_k\) is a LO-criticality task (i.e., \(\chi_k = LO\)), then we seek to bound its worst-case response time if all jobs execute for no more than their own LO-criticality WCETs; if \(t_k\) is a HI-criticality task (\(\chi_k = HI\)), then we must bound its worst-case response time when some jobs may execute for up to their HI-criticality WCETs.

In somewhat greater detail, let \(L_{LO}\) (\(L_{HI}\), respectively) denote an upper bound on the length of the longest busy interval during any LO-criticality (HI-criticality, resp.) behavior of \(\tau\). It is evident that any LO-criticality task \(\tau_i\) satisfying \(D_i \geq L_{LO}\) may be assigned the lowest priority; since no LO-criticality behavior can span the entire interval between the release of any job of \(\tau_i\) and its deadline, no such job will miss its deadline if \(\tau_i\) is assigned the lowest priority. Similarly, any HI-criticality task \(\tau_i\) satisfying \(D_i \geq L_{HI}\) may be assigned the lowest priority.

\(^2\)Two different schemes, AMC-rtb and AMC-max were described in [5]. We restrict our attention here to AMC-rtb.

So we first compute \(L_{LO}\). Based on results from Response-Time Analysis (RTA) [2] it is straightforward to observe that \(L_{LO}\) can be set equal to the smallest positive value of \(t\) satisfying the response-time formula:

\[
t = \sum_{j} \frac{t}{T_j} C_j(LO). \tag{1}
\]

We seek to determine \(L_{HI}\) next. Without loss of generality, let us suppose that the longest busy interval in any HI-criticality behavior occurs for a sequence of jobs of \(\tau\) in which the first job arrives at time zero. Let \(t_1\) denote the time-instant at which the mode-change occurs. That is, \(t_1\) is the first instant at which a job of some task \(\tau_i\) does not signal completion despite having received \(C_i(LO)\) units of execution. No job of any LO-criticality task will receive any execution after time-instant \(t_1\). Hence for any \(\tau_j\) with \(\chi_j = LO\), at most \(\left\lceil \frac{t_1}{T_j} \right\rceil\) jobs of \(\tau_j\) may execute in this longest busy interval.

Since \(L_{LO}\) is, by definition, an upper bound on the length of the longest busy interval in any LO-criticality behavior, it follows that \(t_1 \leq L_{LO}\). Hence the total amount of execution by jobs of LO-criticality tasks in this longest busy interval of any HI-criticality behaviour is bounded from above by \(\sum_{j: \chi_j = LO} \left(\left\lceil\frac{t}{T_j}\right\rceil \cdot C_j(LO)\right)\). And for any value of \(t\), the total amount of execution of HI-criticality jobs over the interval \([0, t]\) in any HI-criticality behaviour is bounded from above by \(\sum_{j: \chi_j = HI} \left(\left\lceil\frac{t}{T_j}\right\rceil \cdot C_j(HI)\right)\). It therefore follows that \(L_{HI}\), an upper bound on the length of the longest HI-criticality busy interval, can be set equal to the smallest value of \(t\) that is \(\geq L(LO)\), satisfying:

\[
t = \sum_{j: \chi_j = LO} \frac{L_{LO}}{T_j} C_j(LO) + \sum_{j: \chi_j = HI} \left\lceil\frac{t}{T_j}\right\rceil C_j(HI). \tag{2}
\]

Plugging the value for \(L_{LO}\) obtained by solving (1) into the recurrence relation given by (2), we can determine the value of \(L_{HI}\) by using standard techniques for determining fixed-points.

III. A NEW PRIORITY-ASSIGNMENT SCHEME

The AMC algorithm, described in Section II above, performs priority-assignment by concurrently considering both LO-criticality and HI-criticality modes: Equation (1) computes the response time in LO-criticality mode while (2) computes the response time in HI-criticality mode, and a priority assignment is made only if both values are acceptable (i.e., no larger than the relative deadline). We now propose a somewhat different two-step approach to priority assignment:

1) In the first step, we assign priorities by only considering LO-criticality mode and check all deadlines are met in LO-criticality mode.

2) In the second step, we then check whether the priority assignment so obtained will also meet all deadlines if the system behavior were to transit to HI-criticality mode.

In Section V we build upon this approach: given an execution model where priorities may be re-assigned in the event of a mode-change to HI-criticality mode, we describe how this second set of priorities may be computed.
We observe that deadline-monotonic (DM) priorities are known to be optimal, we may assign these priorities in DM order.

Some notation: for each $i$, $1 \leq i \leq n$, let $R_i$ denote the worst-case response time of task $\tau_i$ in LO-criticality mode under this priority assignment. These $R_i$ values are easily computed using the standard response-time analysis (RTA) recurrence relation.

In the second step, we need to determine whether the priority-assignment determined above continues to meet all deadlines if some job executes beyond its LO-criticality WCET, thereby triggering a change to HI-criticality mode. Let $t^*$ denote the time-instant at which this happens (see Figure 1). Let $\tau_i$ denote any HI-criticality task. Suppose that the current job of $\tau_i$ at time-instant $t^*$ — the job (if any) of $\tau_i$ that arrives during the interval $(t^* - T_i, t^*]$ — arrives at time $a \leq t^*$. We note that if $t^* > a + R_i$, then this current job of $\tau_i$ must have signaled that it has completed execution prior to time-instant $t^*$, since $\tau_i$’s job is guaranteed to complete by time-instant $a + R_i$ in LO-criticality mode.

Consider now the situation when $t^* \leq a + R_i$ (see Figure 1). Since the current job of $\tau_i$ would have completed by time-instant $a + R_i$ in a LO-criticality behavior, it must have executed for at least an amount $\max(0, C_i(\text{LO}) - X_i)$ prior to time-instant $t^*$. Therefore in the HI-criticality behavior, the amount of execution remaining to be done over the interval $[t^*, a + D_i]$ is

$$\leq C_i(\text{HI}) - \max(0, C_i(\text{LO}) - X_i) = \min(C_i(\text{HI}), C_i(\text{HI}) - C_i(\text{LO}) + X_i) \quad (3)$$

Hence, the worst-case behavior of this task after time-instant $t^*$ is represented by this job with an execution requirement of at most $\min(C_i(\text{HI}), C_i(\text{HI}) - C_i(\text{LO}) + X_i)$ and relative deadline $D_i - R_i + X_i$, followed by arrivals of jobs with an execution requirement of $C_i(\text{HI})$ at all instants $a + kT_i$, $k \geq 1$.

What value of $X_i$ would maximize this worst-case behavior?

We observe that

1) setting $X_i \leftarrow C_i(\text{LO})$ results in the first job having WCET $C_i(\text{HI})$ and relative deadline $D_i - R_i + C_i(\text{LO})$;

2) Making $X_i$ larger than $C_i(\text{LO})$ increases the relative deadline without increasing the WCET; and

3) Making $X_i$ smaller than $C_i(\text{LO})$ by an amount $\Delta$ reduces both the WCET and the relative deadline by this same amount $\Delta$. This cannot lead to a “worse” scenario than setting $X_i \leftarrow C_i(\text{LO})$, since

- $\tau_i$’s interference on lower-priority tasks decreases when this happens, whereas
- the interference $\tau_i$ suffers from higher-priority tasks does not change (hence if the job of $\tau_i$ had received its WCET by its deadline, it must have received WCET-minus-$\Delta$ by deadline-minus-$\Delta$).

Therefore, the worst-case situation is when $X_i \leftarrow C_i(\text{LO})$. As we saw above, in this situation the first job has WCET $C_i(\text{HI})$ and regular deadline $D_i - R_i + C_i(\text{LO})$; equivalently, we can think of this job as having a release jitter equal to $(R_i - C_i(\text{LO}))$ and WCET $C_i(\text{HI})$, relative deadline $D_i$ and period $T_i$.

The execution requirement of the HI-criticality task $\tau_i$ after time-instant $t^*$ may therefore be modeled by a sporadic-with-release-jitter task (denoted by the 4-tuple $(J_i, C_i, D_i, T_i)$; with $J_i$ the release jitter of the task) characterised by $(R_i - C_i(\text{LO}), C_i(\text{HI}), D_i, T_i)$. To determine if all HI-criticality tasks will meet all their deadlines after time-instant $t^*$, we must therefore check whether the regular (i.e., not mixed-criticality) sporadic task system

$$\bigcup_{X_i \leftarrow \text{HI}} \left\{ (R_i - C_i(\text{LO}), C_i(\text{HI}), D_i, T_i) \right\},$$

is deemed FP-schedulable according to the assigned priorities.

The entire algorithm is listed in Figure 2.

### IV. Changing Priorities

The fixed-priority scheduling model assumed in Sections II-III above requires that each task is assigned a single priority value, which determines its priority relative to other tasks during run-time. We now ask: can we obtain improved schedulability (in the sense of being able to make more systems
sizable) if we are allowed to re-assign priorities upon the system’s transition to the HI-criticality mode? We argue that this is a minor (and reasonable) generalization to the model considered in [5], and continues an evolving trend of minor generalizations. It also has some parallels with the EDF schemes that allow effective deadlines to change after the mode change [4], [10]:

- The original model of Vestal [11] is restricted to off-line analysis only; it does not allow changes to the run-time algorithm that is used in implementing FP scheduling.
- The model considered in [5] (and many other works dealing with non-FP mixed-criticality scheduling) allow a limited change to the run-time algorithm: they all allow for the aborting and subsequent discarding of LO-criticality tasks if the transition to HI-criticality mode occurs.
- The model we are now proposing allows both the aborting of LO-criticality tasks, and a re-ordering of the priorities of the remaining (HI-criticality) tasks, if the transition to HI-criticality mode occurs.

The following theorem asserts that this additional generalization enhances system schedulability:

**Theorem 1:** There are mixed-criticality sporadic task systems that can be scheduled correctly by a FP algorithm that can re-assign priorities upon a mode change, that cannot be scheduled by a FP algorithm that may never re-assign priorities.

**Proof:** Consider the three-task system that is given below:

<table>
<thead>
<tr>
<th>$\tau_i$</th>
<th>$\chi_i$</th>
<th>$C_i(LO)$</th>
<th>$C_i(HI)$</th>
<th>$D_i$</th>
<th>$T_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>HI</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>HI</td>
<td>1</td>
<td>2</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>LO</td>
<td>4</td>
<td>-</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Suppose we had to use the same priorities in both modes. It is evident that $\tau_3$ must be assigned one of the two highest priorities, in order to meet its deadline in LO-criticality mode. So, consider both possibilities; for each, consider the following behavior in a synchronous arrival sequence.

1) $\tau_1 > \tau_3 > \tau_2$: $\tau_1$ executes over $[0,1]$, $\tau_3$ over $[1,5]$ and then over $[5,9]$, $\tau_2$ executes over $[9,10]$, but fails to signal completion – the system therefore transits to the HI-criticality mode. A job of $\tau_1$ arrives and executes for its HI-criticality WCET of 2, thereby causing $\tau_2$’s first job to miss its deadline.

2) $\tau_2 > \tau_3 > \tau_1$: $\tau_2$ executes over $[0,1]$, $\tau_3$ over $[1,5]$ and then over $[5,9]$, $\tau_1$ executes over $[9,10]$, but fails to signal completion – the system therefore transits to the HI-criticality mode. Since 10 is the deadline of $\tau_1$’s first job, this job has missed its deadline.

Now if we were to initially assign priorities $\tau_1 > \tau_3 > \tau_2$, but immediately switch to the ordering $\tau_2 > \tau_1$ upon determining the criticality change, we see that both $\tau_1$ and $\tau_2$ continue to meet their deadlines:

- $\tau_1 > \tau_3 > \tau_2$: $\tau_1$ executes over $[0,1]$, $\tau_3$ over $[1,5]$ and then over $[5,9]$, $\tau_2$ executes over $[9,10]$, but fails to signal completion – the system therefore transits to the HI-criticality mode. Now $\tau_2$ has the highest priority so it continues to run in $[10,11]$ and meets its deadline. After that $\tau_1$ needs two units of execution in every 10 and $\tau_2$ needs two units of execution in every 12, which is easily accommodated.

We invite the reader to re-visit this example after reading Section V below, as the above example also illustrates the priority allocation scheme defined in the algorithm presented in that section. If we compute the response time of the HI-criticality tasks in the LO-criticality mode then we get (for priority ordering $\tau_1 > \tau_2 > \tau_3$): $R_1(LO) = 1$ and $R_2(LO) = 10$. The deadline-minus-jitter values for the two tasks are therefore $(10-1+1) = 10$ for $\tau_1$ and $(12-10+1) = 3$ for $\tau_2$. So $D-J$ priority ordering results in $\tau_2 > \tau_1$ after the mode change – exactly as the proof above required.

**V. IMPROVED ALGORITHM: WHEN PRIORITIES MAY \[ CHANGE \] – PMC**

If priorities are allowed to change upon the system transiting from LO-criticality mode to HI-criticality mode, we may modify the priority-assignment algorithm of Section III to compute two sets of priorities.

1) The first set of priorities are computed as in the first step of the algorithm described in Section III. These are the priorities that are initially used by the run-time dispatcher, and continue to be used while the system is in LO-criticality mode.

2) The second set of priorities are designed to be used if the system transits to HI-criticality mode. As shown during the discussion of the second step of the algorithm in Section III, the HI-criticality tasks that need to be scheduled upon the system transiting to HI-criticality mode may be modeled as a collection of regular tasks with release jitter. Since we may assign these HI-criticality tasks priorities different from those they were assigned in the first step, we will assign priorities according to the Deadline minus Jitter (D-J)monotonic priority assignment scheme [12]; as proved in [12], this priority assignment is optimal for the fixed-priority scheduled constrained-deadline sporadic task systems with release jitter. The regular (i.e., not mixed-criticality) sporadic task system

$$\bigcup_{\chi_i=HI} \{ (R_i - C_i(LO), C_i(HI), D_i, T_i) \}$$

should be deemed FP-schedulable according to the test of [12].

**VI. EVALUATION**

In this section, we present an empirical investigation, examining the effectiveness of our PMC scheme.
A. Taskset parameter generation

The taskset parameters used in our experiments were randomly generated as follows:

- Task utilisations \( U_i = C_i/T_i \) were generated using the UUnifast algorithm \([7]\), giving an unbiased distribution of utilisation values.
- Task periods were generated according to a log-uniform distribution with a factor of 100 difference between the minimum and maximum possible task period.
- Task deadlines were set equal to their periods.
- \( C_i(LO) = U_i/T_i \), \( C_i(HI) = CF \cdot C_i(LO) \) where the criticality factor \( CF \) is a fixed multiplier (e.g., \( CF = 2.0 \)).
- The probability that a generated task was a high criticality task was given by the parameter \( CP \) (e.g. \( CP = 0.5 \)).

B. Schedulability tests investigated

We investigated the performance of the following techniques and associated schedulability tests:

- UB-H&L: A composite upper bound on any fixed priority mixed-criticality scheduling technique described in \([5]\).
- AMC-max: Method 2 described in \([5]\).
- AMC-rb: Method 1 described in \([5]\).
- SMC (Static Mixed Criticality): the approach described in \([5]\).
- SMC-NO: the SMC approach without run-time monitoring (i.e., the approach published by Vestal \([11]\)).
- CrMPO: Criticality Monotonic Priority Ordering described in \([5]\).
- PMC: The method developed in this paper, and discussed in Section V.

Note, UB-H&L is not a schedulability test, it is an upper bound on any such test. It is included to illustrate the effectiveness, or not, of the other schemes.

C. Experiments

In our experiments, the taskset utilisation was varied from 0.025 to 0.975\(^4\). For each utilisation value, 1000 tasksets were generated and the schedulability of those tasksets determined using the seven algorithms / schedulability tests. The graphs are best viewed online in colour.

Fig 3 plots the percentage of tasksets generated that were deemed schedulable for a system of 20 tasks, with on average 50% of those tasks having high criticality \((CP = 0.5)\) and each task having a high criticality execution time that is 2.0 times its low criticality execution time \((CF = 2.0)\).

We observe that the PMC schedulability test has similar performance to the AMC-rb test, yet the two tests are incomparable.

In the following figures we show the weighted schedulability measure \( W_y(p) \) \([6]\) for schedulability test \( y \) as a function of parameter \( p \). For each value of \( p \), this measure combines results for all of the tasksets \( \tau \) generated for all of a set of equally spaced utilization levels \((0.025 \text{ to } 0.975 \text{ in steps of } 0.025)\).

Let \( S_y(\tau, p) \) be the binary result \((1 \text{ or } 0)\) of schedulability test \( y \) for a taskset \( \tau \) with parameter value \( p \):

\[
W_y(p) = \left( \sum_{\forall \tau} u(\tau) \cdot S_y(\tau, p) \right) / \sum_{\forall \tau} u(\tau) \quad (4)
\]

where \( u(\tau) \) is the utilisation of taskset \( \tau \).

The weighted schedulability measure reduces what would otherwise be a 3-dimensional plot to 2 dimensions \([6]\). Weighting the individual schedulability results by taskset utilization reflects the higher value placed on being able to schedule higher utilization tasksets.

Fig 4 varies the criticality factor, Fig 5 varies the percentage of tasks with high criticality and Fig 6 varies the size of the task set. A number of points are illustrated by these figures:

- CrMPO preforms very badly as priority ordering it uses is far from optimal.
- Figs 4 and 5 show a decline in schedulability for high criticality factors or high percentage of HI-critical tasks; but this is due to utilisation being calculated via the \( C(LO) \) values only. In effect utilisation goes up (and hence schedulability goes down) as the parameter of the figure increases.
- PMC and AMC-rb have similar but incomparable performance; however, PMC has slightly better performance as the number of tasks increases giving more scope for the change in priorities to make a difference.

It is interesting to note that the new method PMC has weak performance, worse than SMC-NO, when there is a large proportion of high criticality tasks. This can easily be seen by considering its behavior on a taskset that is composed entirely of high criticality tasks. Here, PMC effectively adds

\(^4\)Utilisation here is computed from the \( C(LO) \) values only.
in some (in this case unnecessary) jitter and then checks the schedulability of the high criticality tasks, obtaining worse results than AMC-rtb which would include no additional jitter. On the other hand, if there are a large number of tasks of high priority, but low criticality, then the AMC-rtb test (see Equation (7) in [5]) can potentially become markedly inferior to the PMC method, which excludes any contribution from these low criticality tasks other than as jitter on the high critical tasks (the jitter could in some cases have no effect).

Overall the key observation of these figures, representing an extensive set of experiments, is that the relationship between the six lines on the graphs remains relatively stable, and that both AMC and PMC are very effective yet incomparable means of scheduling mixed criticality systems.

VII. CONCLUSIONS

In this paper we have presented an extension to the ‘standard’ model that has emerged for fixed priority scheduling of mixed criticality systems. Rather than have a single priority per task that is used in all criticality modes, higher priority tasks are assigned a new priority when there is a criticality mode change. This new priority reflects the impact that the previous lower criticality level has on the new higher criticality mode by recognising that the task has, in effect, experienced release jitter. We are therefore able to exploit an existing optimal priority ordering policy for tasks with release jitter.

Evaluations show that the new scheme performs better than many previously published approaches, and has similar performance to the AMC scheme. Neither approach dominate the other, and hence having both approaches available to systems engineers increases the likelihood of a specific task set being deemed schedulable (by AMC or PMC).

This paper, like many on Mixed Criticality has adopted a dual-criticality assumption. Extension of the PMC approach to multiple criticality levels is an area for future work.
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