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Probabilistic Real-Time Systems?

- Deterministic analysis can lead to significant overprovision in the system architecture.

- An alternative approach is to use probabilistic analysis. System reliability is typically expressed in terms of probabilities for hardware failures, memory failures, software faults, etc.

- For example, the reliability requirements placed on the timing behaviour of a system might indicate that the timing failure rate must be less than $10^{-9}$ per hour of operation.
Task Model

A set of $n$ independent periodic tasks $\Gamma = \{\tau_1, \tau_2, \ldots, \tau_n\}$

Each task $\tau_i$ generates an infinite number of jobs

Jobs are independent of other jobs of the same task and those of other tasks

$\tau_i$ is characterized by:

$$\tau_i = (C_i, T_i, D_i)$$

$T_i$ being its period;

$D_i$ being its relative deadline;

$C_i$ being its execution time described by a random variable:

$$C_i = \left( c_{i,k}, \frac{P(C_i = c_{i,k})}{P(C_i = c_{i,k})} \right)$$
Response Time Computation

\[ R_{i,j} = B_i(\lambda_{i,j}) \otimes I_i(\lambda_{i,j}) \otimes C_i \]
Response Time Computation

\[ R_{i,j} = B_i(\lambda_{i,j}) \otimes I_i(\lambda_{i,j}) \otimes C_i \]

convolution
Example of Convolution

\[
\begin{pmatrix}
2 & 7 \\
0.6 & 0.4
\end{pmatrix}
\otimes
\begin{pmatrix}
11 & 18 \\
0.9 & 0.1
\end{pmatrix}
=
\begin{pmatrix}
13 & 18 & 20 & 25 \\
0.54 & 0.36 & 0.06 & 0.04
\end{pmatrix}
\]

Note: The result of a convolution between two random variables can have up to \(mn\) values, where \(m\) and \(n\) are the cardinals of the two variables being convoluted, and for the result to be obtained \(mn\) multiplications need to be performed.
Cost of Convolution

Number of Convolutions

Cost (in units)

Exact
Reducing complexity: Re-sampling

The process of re-sampling a distribution \( C_i \) consists of reducing the initial distribution \( C_i \) from \( n \) values to \( k \) values, while not being optimistic.
Re-sampling
Re-sampling
Re-sampling
Pessimism

When re-sampling is performed, pessimism is introduced (due to the loss of information).

Response times obtained by using pessimistic random variables are guaranteed to be greater (i.e., worse) than the exact response times of the system. [Diaz 2004]
Quantifying the Pessimism

Metric for the relative pessimism:

\[ W_i = \sum_{j=0}^{k_i} p_j * v_j \]

a.k.a. the *expectance* of the distribution.
Re-Sampling Techniques

Uniform Spacing Re-sampling

Domain Quantization

Reduced-Pessimism Re-sampling
Uniform Spacing Re-sampling

The re-sampling is done by choosing equally distanced values out of the initial distribution.
Uniform Spacing Re-sampling

The re-sampling is done by choosing equally distanced values out of the initial distribution.
Domain Quantization

In the worst case, the distribution resulting from a convolution can have $m \times n$ values.

In the best case, the distribution resulting from a convolution can have $m+n-1$ values.

For large distributions, having only $m+n-1$ values instead of $m \times n$ values can make a big difference.
Domain Quantization

A way of decreasing the number of values in the resulting distribution is to quantize the values of the input distributions using a re-sampling strategy so that they have the same spacing between them.

\[(1, 4, 7) \bigotimes (2, 6, 19) = (3, 6, 7, 9, 10, 13, 16, 19, 22)\]

9 values

\[(1, 4, 7) \bigotimes (9, 12, 15) = (10, 13, 16, 19, 22)\]

only 5 values
Domain Quantization
Domain Quantization
Reduced-Pessimism Re-sampling

A uniform selection of values for re-sampling will, most of the time, not result in a satisfactory reallocation of probability mass.

Reduced-Pessimism Re-sampling works by considering ranges of values and calculating the pessimism that would be introduced if the range of values were to be aggregated into a single entry with the highest value in the range taking all of the probability mass.
Reduced-Pessimism Re-sampling
Reduced-Pessimism Re-sampling
Experiments

Randomly generated sets of tasks with a PF characterizing the worst-case execution time of each task

Long periods in relation to the response time

=> no preemptions
Experiment 1

Computational cost: re-sampled vs. exact

• 10 task sets
• 25 tasks per task set
• 100 values per random variable in a range of approximately 10,000 possible values

Resulting distributions were re-sampled to 1000 values after each convolution
Computational cost

![Graph showing computational cost](graph.png)
Experiment 2

Comparison of the exceedence function (1-CDF)

- Randomly generated task-set
- 25 tasks
- 100 values per random variable
- Re-sampling threshold = 100

25 convolutions are performed

=> the 25th task is under analysis
Pessimism at response time level
Pessimism at response time level

![Graph depicting cumulative distribution function (CDF) of execution times with different conditions: Original Distribution, Reduced Pessimism, Domain Quantization, Uniform Spacing.]
Experiment 3

Trade-off between performance and pessimism

- 10 task sets
- 25 tasks per task set
- 100 values per random variable

Varying the re-sampling threshold
Performance vs. pessimism

The graph illustrates the relationship between performance and pessimism, showing three different scenarios:

- **Domain Quantisation**: The blue line, which starts high and declines steeply as the value increases, indicating a rapid improvement in performance as pessimism decreases.
- **Uniform Spacing**: The green line, which shows a moderate rate of decline, suggesting a steady improvement in performance.
- **Reduced Pessimism**: The red line, which starts lower and declines more slowly, indicating a slower improvement in performance compared to the other two scenarios.

The x-axis represents the scale of pessimism (or perhaps another variable), while the y-axis measures the performance metric. The graph visually demonstrates how different approaches to dealing with pessimism can lead to varying degrees of performance improvement.
Conclusions

Re-sampling is a powerful way of reducing the complexity of the probabilistic analysis while introducing very little inaccuracy.
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