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Abstract—In mixed criticality systems, it is vital to ensure that there is sufficient separation between tasks of LO- and HI-criticality applications, so that the behavior or mis-behavior of the former cannot affect the functional or timing correctness of the latter. To ensure appropriate spatial isolation, the memory address spaces and cache use by LO- and HI-criticality tasks must be distinct. A consequence of this separation is that the cost of switching between tasks of the same criticality can be small, whereas the cost of context switching between tasks of different criticality levels can be much larger. In this paper, we focus on integrating the differing context switch costs into fixed priority preemptive scheduling, and the two mixed criticality scheduling schemes based on it: SMC and AMC. We derive simple, refined, and multi-set analyses for each scheme. Further, we show that the refined and multi-set analyses are not compatible with Audsley’s Optimal Priority Assignment algorithm, we therefore propose a heuristic priority assignment policy aimed at reducing the number of high cost context switches. Our evaluation is grounded in measurements of context switch times (save and restore costs) from a prototype implementation of an explicitly managed cache on an FPGA. The evaluation shows the effectiveness of the derived analyses and the proposed priority assignment policy.

I. INTRODUCTION

An important trend in the design of real-time systems is the integration of applications with different levels of criticality onto the same hardware platform. Here, criticality is the term used to describe the level of assurance against failure needed by each application. A Mixed Criticality System (MCS) is one that comprises a set of applications with two or more criticality levels. Most of the complex embedded real-time systems found in the automotive and avionics industries are evolving into MCS in order to meet stringent non-functional requirements relating to cost, space, weight, heat generation, and power consumption. The fundamental research question underlying MCS is how to reconcile the conflicting requirements of separation for assurance and sharing for efficient resource usage. This question gives rise to theoretical problems in modeling and verification, and systems problems relating to the design and implementation of the hardware and run-time software.

Since the seminal work of Vestal in 2007 [49] a standard model has emerged (described in Section II), along with a substantial thread of research on analysis of MCS assuming fixed priority preemptive scheduling schemes [9], [10], [12], [14], [21], [27], [30], [45], [57], see the survey on MCS [22] for further details. All of these papers focus on the resource sharing aspect of the mixed criticality scheduling problem. Separation is however also vitally important. The relevant safety standards (IEC61508, DO-178C, ISO26262) require that either all applications are developed to the standard required for the highest criticality application, or that independence between different applications is achieved and demonstrated in both spatial and temporal domains. In the temporal domain, this can be ensured via appropriate RTOS mechanisms, for example by aborting a LO-criticality task if it has not yet completed when its execution time budget expires. In the spatial domain, the memory address space(s) used by tasks from HI-criticality applications must be inaccessible to tasks of LO-criticality applications, and hence separate from their address spaces. This requires the use of hardware memory protection and memory mapping / virtual address spaces.

One approach to ensuring spatial isolation is to make use of the concepts of processes and threads, where each process has a separate memory address space. Using a single process for all HI-criticality applications provides a single memory address space, easing the costs of communication and interaction between HI-criticality tasks, which are implemented as threads within the process. Alternatively, individual applications may each be implemented as a distinct process, providing spatial isolation between applications of the same criticality. LO-criticality applications and their tasks can similarly be mapped to processes and threads. For the purposes of spatial isolation, it is a requirement that applications of different criticality levels cannot be mapped to the same process; they must use disparate address spaces.

The use of processes and threads gives rise to varying context switch costs [54]. Switching threads within a process (i.e. the context switch between tasks of the same application) has a low cost, since this involves switching only the resources unique to the threads e.g. the processor state (program counter, stack pointer, processor registers etc.) which is typically very fast and may be assisted by hardware support. By contrast, switching between processes (i.e. the context switch between tasks of different criticality levels) may have a much higher cost. It involves switching the resources related to the processes. In particular, this involves switching the memory address space, and can also involve operations on the cache, making process switches a much more costly operation.

As an exemplar, we assume that there is a requirement to isolate the cache usage of different processes from one another. (Note, depending on the architecture, the cache contents may in any case not be valid when switching between address spaces). Following the work of Whitham et al. [52], we consider explicit

cache management, with hardware support for saving and restoring the cache contents on process-level context switches. We further assume that tasks which belong to the same process are allocated different partitions within the cache. Together, this ensures that when switching between tasks, the cache contents of any preempted task are unchanged when it resumes execution. The main advantage of the this approach is that the only impact that a task (e.g. of LO-criticality) from one process can have on the timing behavior of a task (e.g. of HI-criticality) from another process is via interference due to its execution time, which is strictly bounded via budget enforcement by the RTOS, and a fixed context switch cost. It cannot slow subsequent execution of the preempted task by evicting its useful cache blocks, thus causing Cache Related Preemption Delays (CRPD). Further, such separation helps avoid security hazards, since a task belonging to a compromised low security process cannot use the cache contents as a side channel to obtain information about the behavior of a task from a high security process which it has preempted or executes after [8], [40], [41].

In this paper, we derive schedulability analysis for three different fixed priority scheduling schemes for mixed criticality systems, accounting for the differing context switch costs incurred when switching between tasks. The task model is set out in detail in Section II. The three schemes considered are Fixed Priority Preemptive Scheduling (FPPS) – Section III, Static Mixed Criticality (SMC) scheduling [10] – Section IV, and Adaptive Mixed Criticality (AMC) scheduling [9] – Section V. In each case, we derive three forms of analysis: simple, refined, and multi-set. Section VI discusses the dominance relations between the scheduling schemes and their analyses. We show that the refined and multi-set analyses for task models with differing context switch costs are not compatible with Audsley’s Optimal Priority Assignment (OPA) algorithm [6], [7]. We therefore propose, in Section VII, a heuristic priority assignment technique aimed at improving schedulability by reducing the number of large cost context switches. In Section VIII, we recap on the explicit cache management approach proposed by Whitham et al. [52] and provide representative context switch costs covering the time taken to save and restore data and instruction cache contents on prototype hardware. The evaluation, in Section IX shows the effectiveness of both the analyses and the priority assignment technique. In order to make a systematic appraisal of analysis performance, we used synthetic task sets; however, to ground the evaluation, we used representative process and application performance, we used synthetic task sets; however, to ground the evaluation, we used representative process and application contents on prototype hardware. The evaluation, in Section IX shows the effectiveness of both the analyses and the priority assignment technique. In order to make a systematic appraisal of analysis performance, we used synthetic task sets; however, to ground the evaluation, we used representative process and application contents on prototype hardware. The evaluation, in Section IX shows the effectiveness of both the analyses and the priority assignment technique.
III. Schedulability Analysis for FPPS

In this section we derive schedulability analysis for the task model set out in Section II, assuming FPPS and varying context switch times. This analysis assumes a single WCET estimate \( C_i \) per task; in the case of MCS, for LO-criticality tasks we may substitute \( C_i(LO) \) and for HI-criticality tasks we may substitute \( C_i(HI) \).

A. Simple Analysis

A simple analysis may be obtained by assuming that all context switches have a large cost \( C^C \). Extending standard response time analysis for fixed priority preemptive scheduling [5], [33], gives:

\[
R_i = C_i + C^C + \sum_{\forall j \in \text{hp}(i)} \left[ \frac{R_i}{T_j} \right] (C_j + C^C)
\]

(1)

Equation (1) can be solved using fixed point iteration starting with a suitable initial value such as \( C_i \), and ends either on convergence or when the value exceeds \( D_i \) in which case the task is unschedulable.

**Example:** Consider three tasks: \( \tau_A = (10, 50, 100, LO, A^L) \), \( \tau_B = (10, 100, 200, HI, A^H) \), \( \tau_C = (200, 265, 300, LO, A^L) \) with parameters \( (C_1, D_1, T_1, L_1, A_1) \). Further, \( C^C = 5 \) and \( C^S = 0 \). Assuming the analysis embodied in (1), then Deadline Monotonic Priority Order (DMPO) is optimal [37]. With the tasks in DMPO, then the response time of task \( \tau_C \), \( R_C = 280 \), and so the task set is deemed unschedulable.

B. Refined Analysis

The above analysis is pessimistic in that it assumes that all jobs of all tasks that execute within the priority level-\( i \) busy period equating to the response time of task \( \tau_i \) incur the maximum context switch time. In reality, the context switch time depends on both the preempting task and the preempted task. Taking this information into account, we may re-write (1) as follows. Note we assume that the first job in the busy period always experiences a large context switch time, since the previously running job may be of a different criticality level and hence associated with a different process and address space. (We assume that at a priority below the hard real-time tasks, soft real-time tasks may run in a background process).

\[
R_i = C_i + C^C + \sum_{\forall j \in \text{hp}(i)} \left[ \frac{R_i}{T_j} \right] (C_j + \gamma_{i,j})
\]

(2)

where \( \gamma_{i,j} \) is defined as follows:

\[
\gamma_{i,j} = \begin{cases} C^C & \text{if } \exists h \in \text{aff}(i,j) | A_h \neq A_j \\ C^S & \text{otherwise} \end{cases}
\]

(3)

**Note** \( \gamma_{i,j} \) equates to a large context switch time only if there is some task \( \tau_h \) that can execute during the busy period (i.e. response time) of task \( \tau_i \), be preempted by task \( \tau_j \) and belongs to a different criticality and address space to \( \tau_j \).

Returning to the example task set, if we consider DMPO \( \{A, B, C\} \), then we again have \( R_C = 280 \), since all context switches can take the maximum value. However, assuming priority ordering \( \{B, A, C\} \), then we have \( R_C = 265 \) since the three preemptions by jobs of task \( \tau_A \) incur a small context switch cost \( C^S \), while the two preemptions by jobs of task \( \tau_B \) incur a large cost. This example shows that DMPO is not optimal for FPPS with this task model. Further, the refined analysis is not compatible with Audsley’s Optimal Priority Assignment (OPA) algorithm [6], [7]. The reason for this is that the response time of the task of interest e.g. \( \tau_C \) can depend on the relative priority ordering of higher priority tasks, breaking Condition 1 in [29] which is necessary condition for the applicability of Audsley’s algorithm.

C. Multi-set Analysis

The analysis given by (2) can be pessimistic, as illustrated by the example task set with priority ordering \( \{A, B, C\} \). Here, it is assumed that all three jobs of task \( \tau_A \) can incur large context switch costs; however, in reality that is not the case. Task \( \tau_B \) only executes twice within the response time of task \( \tau_C \) and each time it executes, it can only be preempted at most once by a single job of \( \tau_A \), since \( R_B = 30 \).

The following multi-set analysis addresses this source of pessimism by taking into account the number of times that tasks of intermediate priorities may be preempted by task \( \tau_j \) within the response time of task \( \tau_i \), thus limiting the number of large context switch costs \( (C^C) \) included in the analysis.

\[
R_i = C_i + C^C + \sum_{\forall j \in \text{hp}(i)} \left[ \frac{R_i}{T_j} \right] (C_j + \gamma^M_{i,j})
\]

(4)

Recognizing the fact that task \( \tau_j \) can preempt each intermediate task \( \tau_k \) at most \( E_j(R_k)E_k(R_i) \) times during the response time of task \( \tau_i \), we first form a multi-set \( M_{i,j} \) containing \( E_j(R_k)E_k(R_i) \) copies of the context switch time for task \( \tau_j \) preempting each task \( k \) \( \in \text{aff}(i, j) \). (Recall that \( E_j(R_k) = [R_k / T_j] \)).

\[
M_{i,j} = \bigcup_{k \in \text{aff}(i,j)} \bigcup_{E_j(R_k)E_k(R_i)} \left\{ \begin{array}{cl} C^C & \text{if } A_k \neq A_j \\ C^S & \text{otherwise} \end{array} \right\}
\]

(5)

From the multi-set, we then obtain an upper bound \( \gamma^M_{i,j} \) on the total context switch cost caused by the maximum number, \( E_j(R_k) \), of preemptions that can occur due to jobs of task \( \tau_j \) executing within the response time of \( \tau_i \).

\[
\gamma^M_{i,j} = \sum_{q=1} F(q, M_{i,j})
\]

(6)

where \( F(q, M_{i,j}) \) returns the \( q \)-th largest value from the multi-set \( M_{i,j} \).

Using the above multi-set analysis (4), then task \( \tau_C \) in the example task set has a response time of \( R_C = 275 \) (rather than \( R_C = 280 \)) when the tasks are in priority order \( \{A, B, C\} \). This is because although there are 3 possible preemptions by task \( \tau_A \), only two of them can cause large context switch costs by preemting task \( \tau_B \). This is reflected in the multi-set \( M_{C,A} \), which contains the value \( C^C \) twice, as \( E_A(R_B) = 1 \) and \( E_B(R_C) = 2 \), and the value \( C^S \) three times, as \( E_A(R_C) = 3 \). The largest 3 values are then taken as the overall context switch cost due to preemptions by task \( \tau_A \).
IV. SCHEDULABILITY ANALYSIS FOR SMC

In this section we derive schedulability analysis for Static Mixed Criticality (SMC) scheduling [10], assuming varying context switch times.

SMC is based on Vestal’s original approach [49] using fixed priorities, but extended with runtime monitoring. Thus, if a job of a LO-criticality task \( \tau_i \) does not complete execution by \( C_i(LO) \), then it is aborted. Further, if any HI-criticality task executes for its \( C_i(LO) \) WCET estimate without completing execution, then the system enters HI-criticality mode. Under SMC, LO-criticality tasks continue to be released and to execute in HI-criticality mode; however, they are not required to meet their deadlines in that mode. (Note the difference from classical FPPS, which effectively requires that LO-criticality tasks meet their deadlines in HI-criticality mode).

A. Simple Analysis and Refined Analysis

Under SMC, the worst-case response times for all tasks in the LO-criticality mode may be computed using the following fixed point iteration, adapted to account for context switch costs. Note in the simple analysis \( \gamma_{i,j} = C^C \), whereas in the refined analysis \( \gamma_{i,j} \) is defined by (3).

\[
R_i(LO) = C_i(LO) + C^C + \sum_{j \in hp(i)} \left[ \frac{R_j(LO)}{T_j} \right] (C_j(LO) + \gamma_{i,j})
\] (7)

Similarly, the worst-case response times for all tasks in the HI-criticality mode may be computed using the following fixed point iteration. Note only HI-criticality tasks are required to be schedulable in HI-criticality mode.

\[
R_i(HI) = C_i(L_i) + C^C + \sum_{j \in hp(i)} \left[ \frac{R_j(HI)}{T_j} \right] (C_j(L_j) + \gamma_{i,j})
\] (8)

Since \( C_i(HI) \geq C_i(LO) \), it follows that \( R_i(HI) \geq R_i(LO) \) and so schedulability of HI-criticality tasks can be checked using only (8), while that of LO-criticality tasks can be checked using only (7).

B. Multi-set Analysis

We now apply the techniques used in the multi-set approach (Section III-C) to SMC. Schedulability of each LO-criticality task \( \tau_i \) is determined by computing its worst-case response time in LO-criticality mode as follows:

\[
R_i(LO) = C_i(LO) + C^C + \sum_{j \in hp(i)} \left[ \frac{R_j(LO)}{T_j} \right] (C_j(LO) + \gamma^M_{i,j}(LO))
\] (9)

where \( \gamma^M_{i,j}(LO) \) is defined according to (6), with all of the response time values used in both (6) and (5) taking their \( R(LO) \) values (i.e. \( R_i(LO) \) in (6) and \( R_k(LO) \) and \( R_i(LO) \) in (5)).

Similarly, schedulability of each HI-criticality task \( \tau_i \) is determined by computing its worst-case response time in HI-criticality mode:

\[
R_i(HI) = C_i(L_i) + C^C + \sum_{j \in hp(i)} \left[ \frac{R_j(HI)}{T_j} \right] (C_j(L_j) + \gamma^M_{i,j}(HI))
\] (10)

where \( \gamma^M_{i,j}(HI) \) is defined according to (6), with all of the response time values used in both (6) and (5) taking their \( R(HI) \) values.

V. ANALYSIS FOR SMC

While the response time of a LO-criticality task \( \tau_k \) in HI-criticality mode can be computed using (10) this can be problematic. Iteration must not be stopped when the deadline is reached, since the task may be unschedulable in HI-criticality mode but continue to execute anyway. Further, if the response time computed via (5) exceeds the task period, then the value calculated may be optimistic; in general analysis that is suitable for arbitrary deadlines (\( D_i \geq T_i \)) [48] would be required in that case. Fortunately, such complex analysis is unnecessary here due to the way in which the response time \( R_k(HI) \) for a LO-criticality task is used in the multi-set calculation. Instead, we may limit the maximum value of \( R_k(HI) \) to the task’s period \( T_k \) (i.e. if (10) converges on a value of \( R_k(HI) < T_k \) we use that value, otherwise iteration stops as soon as \( R_k(HI) \geq T_k \) and a value of \( R_k(HI) = T_k \) is assumed).

We now show why this is sufficient to account for the maximum possible number of preemptions. Consider the term \( E_j(R_k)E_k(R_i) \) in (5). This term bounds the maximum number of times that task \( \tau_j \) could potentially preempt task \( \tau_k \) during the response time of task \( \tau_i \). (Note \( R_k \) is \( R_k(HI) \) and \( R_i \) is \( R_i(HI) \) in the case we are interested in). Further, the maximum number of preemptions by task \( \tau_i \) during the response time of task \( \tau_j \) is limited to \( E_j(R_k(HI)) \) in (6). Thus the maximum possible number of preemptions of \( \tau_k \) by \( \tau_j \) that could contribute to the context switch cost is given by:

\[
\min(E_j(R_k(HI))E_k(R_i(HI))) \leq \min \left( \left[ \frac{R_k(HI)}{T_k} \right] \left[ \frac{R_k(HI)}{T_j} \right] \right)
\] (11)

Since the following property holds for the ceiling function \( \left\lceil x/y \right\rceil \geq \left\lceil x/z \right\rceil \), then for any value of \( R_k(HI) \geq T_k \) in (11), the minimum value is given by the term on the right hand side of the \( \min() \) function. Hence \( R_k(HI) = T_k \) suffices to correctly account for any value of \( R_k(HI) \geq T_k \). Intuitively, once the response time \( R_k(HI) \) reaches the task’s period, then the task could be active at any time and thus the bound on the number of preemptions is only limited by the number of releases of the higher priority task.
V. Schedulability Analysis for AMC

In this section we derive schedulability analysis for Adaptive Mixed Criticality (AMC) scheduling [9], assuming varying context switch times. With AMC, if a job of a HI-criticality task $\tau_i$ executes for its $C_i(LO)$ WCET estimate without completing, then the system enters HI-criticality mode. AMC differs from SMC in that in HI-criticality mode, previously released jobs of LO-criticality tasks are aborted (or have their priorities reduced so that they no longer interfere with HI-criticality tasks) and subsequent releases of LO-criticality tasks are not started. Similar to SMC, only HI-criticality tasks are required to be schedulable in HI-criticality mode.

The behavior of all tasks in LO-criticality mode is the same for both AMC and SMC, hence the analysis of LO-criticality mode presented in sections IV-A and IV-B also applies to AMC. Below we present analysis for HI-criticality tasks covering HI-criticality mode via (9).

A. Simple Analysis and Refined Analysis

The analysis for AMC first computes the worst-case response time $R_i(LO)$ for each task $\tau_i$ in LO-criticality mode via (7). The response time $R_i(HI)$ of a HI-criticality task, covering HI-criticality mode and the transition to it, can be determined by the following fixed point iteration, where $\gamma_{i,j}$ is defined as $C^C$ for the simple analysis and by (3) for the refined analysis.

$$R_i(HI) = C_i(HI) + C^C + \sum_{\forall j \in hpH(i)} \left( \frac{R_j(HI)}{T_j} \right) (C_j(HI) + \gamma_{i,j})$$

$$+ \sum_{\forall j \in hpL(i)} \left( \frac{R_j(LO)}{T_j} \right) (C_j(LO) + \gamma_{i,j})$$

Equation (12) limits the interference from LO-criticality tasks by noting that no further jobs of these tasks can be released after the change to the HI-criticality mode which must occur at or before $R_i(LO)$.

B. Multi-set Analysis

We now apply the techniques used in the multi-set approach (Section III-C) to AMC. The analysis for AMC first computes the worst-case response time $R_i(LO)$ for each task $\tau_i$ in LO-criticality mode via (9).

Since under AMC, LO-criticality tasks do not execute in HI-criticality mode, we only need to consider the response time $R_i(HI)$ of each HI-criticality task $\tau_i$ in that mode. In the calculation of $R_i(HI)$ for a HI-criticality task $\tau_i$, given in (13) below, we separately consider the context switch costs due to preemptions by some higher priority HI-criticality task $\tau_j$, given in total by $\gamma_{i,j}^M(HI)$ and those due to preemptions by some higher priority LO-criticality task $\tau_j$, given by $\gamma_{i,j}^M(LO)$. Note, the latter are limited to occurring during $R_i(LO)$.

$$R_i(HI) = C_i(HI) + C^C + \sum_{\forall j \in hpH(i)} \left( \frac{R_j(HI)}{T_j} \right) (C_j(HI) + \gamma_{i,j}^M(HI))$$

$$+ \sum_{\forall j \in hpL(i)} \left( \frac{R_j(LO)}{T_j} \right) (C_j(LO) + \gamma_{i,j}^M(LO))$$

We first derive an upper bound on $\gamma_{i,j}^M(HI)$ by considering the potential for large context switch costs $C^C$ due to the preemptions of task $\tau_i$ and intermediate priority tasks by jobs of a HI-criticality task $\tau_j$, within the response time of task $\tau_i$. Here we need only consider those tasks, in $aff(i,j)$, that can execute during the busy period of task $\tau_i$ and can be preempted by $\tau_j$. We consider the HI- and LO-criticality tasks in this set separately. We use $affL(i,j) = hepL(i) \cap lpL(j)$ to denote the LO-criticality tasks, and similarly $affH(i,j) = hepH(i) \cap lpH(j)$ to denote the HI-criticality tasks.

HI-criticality task $\tau_j$ can preempt each job of a lower priority LO-criticality task $\tau_k$ at most $E_j(R_k(LO))$ times. This is the case since the response time of $\tau_k$ cannot exceed $R_k(LO)$ in LO-criticality mode, and if the system enters HI-criticality mode then $\tau_k$ would be aborted. Further, LO-criticality task $\tau_k$ can execute at most $E_k(R_i(LO))$ times during the response time of HI-criticality task $\tau_i$. This is the case since if the response time of $\tau_i$ exceeds $R_i(LO)$, then the system must have entered HI-criticality mode and so no more releases of LO-criticality task $\tau_k$ are permitted. Thus the number of preemptions of $\tau_k$ by $\tau_i$, within the response time of $\tau_i$ is upper bounded by $E_j(R_k(LO))E_k(R_i(LO))$. (By comparison the upper bound on the number of preemptions is $E_j(R_k(LO))E_k(R_i(HI))$ for SMC).

By contrast, HI-criticality task $\tau_j$ can preempt each job of a lower priority HI-criticality task $\tau_k$ at most $E_j(R_k(HI))$ times. Further, HI-criticality task $\tau_j$ can execute at most $E_k(R_i(HI))$ times during the response time of task $\tau_i$. Thus the number of preemptions of $\tau_k$ by $\tau_j$, within the response time of $\tau_j$ is upper bounded by $E_j(R_k(HI))E_k(R_i(HI))$. (This is the same as for SMC).

To compute $\gamma_{i,j}^M(HI)$, we first construct a multi-set $M_{i,j}^H$, which contains all the possible context switch costs due to preemptions by HI-criticality task $\tau_j$, of jobs of LO-criticality tasks $\tau_k | h \in affH(i,j)$ and of jobs of HI-criticality tasks $\tau_h | h \in affH(i,j)$ which could potentially occur during the response time of HI-criticality task $\tau_i$.

$$M_{i,j}(HI) = \bigcup_{h \in affH(i,j)} \left( \bigcup_{l \in affL(i,j)} \left( \bigcup_{E_j(R_k(HI))E_k(R_i(HI))} \begin{cases} C^C & \text{if } A_h \neq A_j \\ C^S & \text{otherwise} \end{cases} \right) \right) \bigcup \bigcup_{l \in affL(i,j)} \left( \bigcup_{E_j(R_k(LO))E_k(R_i(LO))} \begin{cases} C^C & \text{if } A_l \neq A_j \\ C^S & \text{otherwise} \end{cases} \right)$$

From the multi-set, we then obtain an upper bound $\gamma_{i,j}^M(HI)$ on the total context switch costs caused by the maximum
number, \( E_j(R_i(HI)) \), of preemptions that can occur due to jobs of task \( \tau_j \) executing within the response time of \( \tau_i \).

\[
\gamma_i^{M}(HI) = \sum_{q=1}^{E_j(R_i(HI))} F(q,M_{i,j}(HI))
\]  

(15)

where \( F(q,M_{i,j}(HI)) \) returns the \( q \)-th largest value from the multi-set \( M_{i,j}(HI) \).

The derivation of an upper bound on \( \gamma_i^{M}(LO) \) follows a similar approach. Here, we are interested in the potential for large context switch costs \( C^C \) due to the preemptions of task \( \tau_i \) and intermediate priority tasks by jobs of a LO-criticality task \( \tau_j \), within the response time of HI-criticality task \( \tau_i \). Since \( \tau_j \) is a LO-criticality task, it can only execute and hence only preempt when the system is in LO-criticality mode. \( \gamma_i^{M}(LO) \) is therefore defined according to (6), with all of the response time values used in both (6) and (5) taking their \( R(LO) \) values (i.e. \( R_i(LO) \) in (6) and \( R_i(LO) \) and \( R_j(LO) \) in (5)). (By comparison, the larger \( R(HI) \) values are used for SMC).

VI. DOMINANCE RELATIONSHIPS

A scheduling policy \( X \) is said to dominate a policy \( Y \) if all tasks sets that are schedulable under \( X \) are also schedulable under \( Y \), and there are also task sets that are schedulable under \( X \), but not under \( Y \).

We observe that, by construction, for each scheduling policy (FPPS, SMC, and AMC) the multi-set analysis dominates the refined analysis which in turn dominates the simple analysis. Further, for each approach to accounting for context switch costs (multi-set, refined, simple) the AMC analysis dominates the SMC analysis which in turn dominates the FPPS analysis.

VII. PRIORITY ASSIGNMENT

As shown in section III, Deadline Monotonic Priority Ordering (DMPO) is not optimal for the refined or multi-set analysis for FPPS, and nor are those analyses compatible with Audsley’s OPA algorithm. Further, since the counter-examples presented in Section III do not require different execution time estimates \( C(LO) \) and \( C(HI) \), then those negative results also apply to the refined and multi-set analyses for SMC and AMC. (Note that Audsley’s algorithm is optimal for SMC and AMC with no context switch costs, and also with a simple analysis of context switch costs which inflate execution times).

Below, we introduce a priority assignment heuristic for a simplified task model which assumes that all of the LO-criticality tasks are mapped to a single process and share a common address space \( A^L \), and similarly that all of the HI-criticality tasks are mapped to a single process and share an address space \( A^H \). (This is an efficient arrangement since it means that only context switches between criticality levels incur a large cost).

The intuition for the priority ordering heuristic is that deadlines have the largest impact on priority assignment, and so in the cases where DMPO does not provide a feasible priority ordering, it is likely that if a feasible ordering exists it will be similar to DMPO (i.e. it may be obtained from DMPO by swapping just a few tasks in the priority order).

Preliminary experiments using exhaustive search for a feasible priority ordering showed this to be the case.

The heuristic shown in Algorithm 1 therefore starts with DMPO. If DMPO is not schedulable, then the algorithm swaps the priority of two neighboring tasks and determines if the system is schedulable with the new priority order. If not, then another pair of neighboring tasks will have their priorities swapped. If this is not successful, then DMPO will be restored and the algorithm then proceeds with the next pair of neighboring tasks. The algorithm thus explores at most \( n^2 \) priority orderings, compared to \( n! \) with an exhaustive search. This keeps the runtime tractable, while providing effective performance. (Note, for the multi-set experiments with 10 tasks, shown in Fig. 2 in Section IX, analysis using exhaustive search took over 70 minutes, whereas with the priority assignment heuristic it took less than 30 seconds. With more than 10 tasks, exhaustive search quickly becomes intractable).

Algorithm 1: PriorityAssignmentHeuristic(\{\( \tau_1\),\( \tau_n \))

1: bool isSchedulable = false;
2: int i = 1;
3: while (~isSchedulable \&\& i < n − 1) do
4: \{Outer loop, swaps the priority of two consecutive tasks\};
5: swapPriority(i, i + 1);
6: isSchedulable = checkSchedulability();
7: if (isSchedulable) then
8: break;
9: end if;
10: int j = i;
11: while (~isSchedulable \&\& j < n − 1) do
12: \{Inner loop, swaps the priority of two consecutive tasks\};
13: swapPriority(j, j + 1);
14: isSchedulable = checkSchedulability();
15: if (isSchedulable) then
16: break;
17: end if;
18: swapPriority(j + 1, j);
19: j = j + 1;
20: end while
21: \{If not successful, roll back\};
22: swapPriority(i + 1, i);
23: i = i + 1;
24: end while
25: return isSchedulable;

VIII. EXPlicit CACHE MANAGEMENT AND CONTEXT SWITCH COSTS

In this section, we recap on the approach of Whitham et al. [52] to explicit cache management, which saves and restores the cache contents on context switches.

Whitham et al. assume a direct mapped cache (write-through for data cache), which is supplemented by a Cache Budget Register (CBR) that records the number of cache lines to be saved/restored, a save/restore stack (SRS) and control logic. The SRS is used to store the tag values\(^1\) for the cache lines used by preempted tasks. The control logic implements a state machine to control cache filling and a control port to allow the RTOS software to initiate save and restore operations.

On a context switch, the save operation pushes the CBR and the tags for the specified number of cache blocks on to the SRS. The associated restore operation undoes the effects

\(^1\)A tag encodes the address of the memory block stored in a cache line.
of the save. It uses the CBR to determine the number of tag values to pop from the SRS. For each tag value popped, it loads the associated memory block from main memory into the cache. Finally, it pops the CBR value from the SRS. Note that since save operations involve only accesses to the local SRS, as opposed to main memory, they are much faster than restore operations.

Whitham et al. [52] prototyped explicit cache management on a Xilinx Spartan-6 FPGA, using a Xilinx Microblaze IP core. The design is illustrated in Figure 1, reproduced from [52].

\[ \text{overhead} = 651 \text{ns} + ((N \times 2) \times 147) \text{ns} \]  

(16)

where \( N \) is the number of 32 byte cache lines in each of the 2 caches (data and instruction). The total save and restore overhead, covering both caches, is given in Table I for a variety of different cache sizes.

<table>
<thead>
<tr>
<th>Data cache and instruction cache</th>
<th>Save and restore overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 KBytes</td>
<td>19.47 ( \mu )s</td>
</tr>
<tr>
<td>4 KBytes</td>
<td>38.29 ( \mu )s</td>
</tr>
<tr>
<td>8 KBytes</td>
<td>75.92 ( \mu )s</td>
</tr>
<tr>
<td>16 KBytes</td>
<td>151.80 ( \mu )s</td>
</tr>
<tr>
<td>32 KBytes</td>
<td>301.70 ( \mu )s</td>
</tr>
<tr>
<td>64 KBytes</td>
<td>602.76 ( \mu )s</td>
</tr>
<tr>
<td>128 KBytes</td>
<td>1204.88 ( \mu )s</td>
</tr>
</tbody>
</table>

Note that the prototype implementation does not include management of virtual memory (it only uses a single address space).

While we used the prototype implementation to provide realistic values for different context switch costs, the analysis presented in Sections III, IV, and V is not restricted to this implementation or values. It can be applied to any system using FPPS, SMC, or AMC scheduling, where tasks can be classified into different groups with different costs for inter- and intra-group context switches. In practice, the actual costs incurred would depend on the set of thread-level and process-level resources that need to be switched and the time taken to save and restore their state.

IX. EXPERIMENTAL EVALUATION

In this section we provide a systematic evaluation of the performance of the three different forms of analysis: simple, refined, and multi-set, for each of the three scheduling policies: FPPS, SMC, and AMC, using synthetic task sets. The aim of these experiments is to show the improvement in schedulability (i.e. guaranteed performance) that can be obtained by accounting for two different context switch costs rather than a single large cost i.e. the improvement that the refined and multi-set approaches using the priority assignment heuristic provide over the simple approach which is representative of the current state-of-the-art.

A. Task set parameter generation

The task set parameters used in our experiments were generated as follows:

- The number of tasks \( n \) in each task set was 10.
- Task utilizations \( (U_i = C_i / T_i) \) were generated using the Unifast algorithm [17], giving an unbiased distribution of utilization values.
- Task periods were generated according to a log-uniform distribution with a factor of 100 difference between the minimum and maximum possible task period. This represents a spread of task periods from 10ms to 1 second, as found in many hard real-time applications.
- Task deadlines were set equal to their periods.
- The LO-criticality execution time of each task was set based on the utilization and period: \( C_i(LO) = U_i / T_i \).
- The HI-criticality execution time of each task was a fixed multiplier of the LO-criticality execution time, \( C_i(HI) = CF \cdot C_i(LO) \), where \( CF = 2.0 \).
- The probability that a generated task was a HI-criticality task was given by the parameter \( CP \), where \( CP = 0.5 \).
- All LO-criticality tasks were mapped to a single process and address space \( A^L \). Similarly, all HI-criticality tasks were mapped to another single process and address space \( A^H \). Thus large context switch costs are only incurred when switching between tasks of different criticality levels.

All task parameters were computed in integer units of microseconds (\( \mu \)s), for example task periods ranged from \( 10^4 \) to \( 10^6 \) \mu s.

The default values used for small and large context switch costs were \( C^S = 30 \mu \)s and \( C^C = 600 \mu \)s respectively. These values correspond approximately to the cost of a basic context switch on the prototype hardware (see Section VIII), and to the cost of a context switch where 64 KByte data and instruction caches are saved and restored. The effect of varying the large context switch cost is examined in Section IX-C.

B. Baseline experiment

In our experiments, the task set utilization was varied from 0.025 to 0.975\(^2\). For each utilization value, 1000 task sets were generated as follows:

- The number of tasks \( n \) in each task set was 10.
- Task utilizations \( (U_i = C_i / T_i) \) were generated using the Unifast algorithm [17], giving an unbiased distribution of utilization values.
- Task periods were generated according to a log-uniform distribution with a factor of 100 difference between the minimum and maximum possible task period. This represents a spread of task periods from 10ms to 1 second, as found in many hard real-time applications.
- Task deadlines were set equal to their periods.
- The LO-criticality execution time of each task was set based on the utilization and period: \( C_i(LO) = U_i / T_i \).
- The HI-criticality execution time of each task was a fixed multiplier of the LO-criticality execution time, \( C_i(HI) = CF \cdot C_i(LO) \), where \( CF = 2.0 \).
- The probability that a generated task was a HI-criticality task was given by the parameter \( CP \), where \( CP = 0.5 \).
- All LO-criticality tasks were mapped to a single process and address space \( A^L \). Similarly, all HI-criticality tasks were mapped to another single process and address space \( A^H \). Thus large context switch costs are only incurred when switching between tasks of different criticality levels.

All task parameters were computed in integer units of microseconds (\( \mu \)s), for example task periods ranged from \( 10^4 \) to \( 10^6 \) \mu s.

The default values used for small and large context switch costs were \( C^S = 30 \mu \)s and \( C^C = 600 \mu \)s respectively. These values correspond approximately to the cost of a basic context switch on the prototype hardware (see Section VIII), and to the cost of a context switch where 64 KByte data and instruction caches are saved and restored. The effect of varying the large context switch cost is examined in Section IX-C.

\( ^2 \)Note utilization was computed from the \( C(LO) \) values only.
generated and the schedulability of those task sets determined using each of the three scheduling policies: FPPS, SMC, and AMC, and four forms of analysis: simple, refined, multi-set, and no-cost, which assumes (optimistically) that all context switch costs are zero. Results were also obtained for the multi-set analysis combined with the priority assignment heuristic and combined with exhaustive priority optimization. In all other cases, Deadline Monotonic Priority Order (DMPO) was used. The graphs are best viewed via an electronic copy of the paper in color.
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**Fig. 2.** Success ratio for baseline configuration.

The results of the baseline experiment are shown in Figure 2, which plots the percentage of task sets generated, using the default parameters specified in Section IX-A, that were deemed schedulable by each of the analyses at utilization levels from 0.4 to 1.0.

Observe that for AMC, the improvement obtained by using multi-set analysis as opposed to refined or simple analysis is much larger than it is for SMC or FPPS. This is because the multi-set analysis for AMC is able to account for the fact that after the LO-criticality response time $R_{h}(LO)$ of a HI-criticality task of interest $\tau_{h}$, LO-criticality tasks can no longer execute and hence any further preemptions by higher priority HI-criticality tasks can only incur a small context switch cost. With SMC and FPPS, LO-criticality tasks are eligible to execute during all of $R_{h}(HI)$, and so preemptions by higher priority HI-criticality tasks can incur a large cost over that longer interval.

Both the priority assignment heuristic and exhaustive priority optimization further improve the performance of the multi-set analysis for SMC and AMC. With the heuristic providing close to optimal performance, when compared to exhaustive search on small task sets.

### C. Weighted schedulability experiments

In this section, we provide additional experimental results showing how the performance of the analysis techniques varies with: (i) the number of orders of magnitude range between the minimum and maximum task period, (ii) the task set cardinality, and (iii) the large context switch cost $C^{C}$. In these experiments, all parameters, with the exception of the one being varied, took their default values as described in Section IX-A. Note that due to the long runtime, we do not show results for exhaustive priority optimization on these graphs.

In Figures 3, 4, and 5, we show the weighted schedulability measure $W_{y}(p)$ [13] for schedulability test $y$ as a function of some parameter $p$. For each value of $p$, this measure combines results for the task sets $\tau$ generated for all of a set of equally spaced utilization levels (0.025 to 1.0 in steps of 0.025).

Let $S_{y}(\tau, p)$ be the binary result (1 or 0) of schedulability test $y$ for a task set $\tau$ with parameter value $p$:

$$W_{y}(p) = \left( \frac{\sum_{\tau} U(\tau) \cdot S_{y}(\tau, p)}{\sum_{\tau} U(\tau)} \right)$$

where $U(\tau)$ is the utilization of task set $\tau$.

The weighted schedulability measure reduces what would otherwise be a 3-dimensional plot to 2 dimensions [13]. Weighting the results by task set utilization reflects the higher value placed on being able to schedule higher utilization task sets.
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**Fig. 3.** Weighted schedulability for varying range of task periods.

Figure 3 shows how schedulability varies with the range of task periods from a factor of $10^{0.5} \approx 3$ difference between the maximum and minimum period to a factor of $10^{3} = 1000$ difference. Observe that as the minimum period remains fixed, schedulability is reduced in all cases as the range of periods becomes smaller. There are two reasons for this. Firstly, task sets with a wider range of periods are intrinsically easier to schedule with fixed priorities, as shown by the lines for no context switch costs. Secondly, when context switch costs are taken into account, then the reduction in task periods also reduces schedulability since the ratio of context switch time to task execution times increases. Note that as the range of task periods reduces, the relative performance of the priority assignment heuristic improves. This happens because with a smaller range of task periods, the tasks have similar deadlines, and so there is more scope to adjust the priority ordering away from DMPO to reduce the overall context switch costs.

Figure 4 shows how schedulability varies with task set cardinality. Here, as the number of tasks increases, so the impact of context switch costs becomes larger and so...
schedulability decreases for all analyses except those marked “no costs” which do not account for such costs. As the number of tasks increase, so does the relative improvement obtained by using the multi-set analysis combined with the priority assignment heuristic for SMC and AMC.

Fig. 4. Weighted schedulability for varying task set cardinality.

Fig. 5. Weighted schedulability for varying context switch cost (large).

Figures 5 shows how schedulability varies with increasing context switch costs. As expected, weighted schedulability decreases approximately linearly with increasing context switch costs. As the context switch costs increase, so the improvement obtained via the multi-set analysis combined with the priority assignment heuristic becomes more pronounced.

X. RELATED WORK

Early work on accounting for scheduling overheads in Fixed Priority Preemptive Scheduling (FPPS) by Katcher et al. [34] in 1993, Burns [20] in 1994, and Burns et al. [23] in 1995, focused on scheduler overheads and processor context switch costs, accounting for the maximum number of preemptions that could potentially occur. Echague et al. [31] aimed to solve the problem more precisely for periodic task sets by finding the exact number of preemptions; however, they did not include the duration of the context switches which can lead to an increased number of preemptions. In 2007 Yomsi and Sorel [56] showed that for periodic task sets, the critical instant does not occur on simultaneous release of the tasks when context switch costs are considered, and derived the exact number of preemptions for each job in the hyper-period.

Much of the subsequent work has focused on providing analyses for specific types of preemption related overheads caused by hardware resources that are in use at the time of preemption, for example delays relating to the sharing of caches or scratch-pads, or on ways of ameliorating these effects, for example via cache partitioning.

Analysis of Cache Related Preemption Delays (CRPD) and their integration into schedulability analyses for FPPS used the concepts of Useful Cache Blocks (UCBs) and Evicting Cache Blocks (ECBs). In 1996, Busquets et al. introduced the ECB-Only approach [24], which considers just the preempting task; while in 1998, Lee et al. developed the UCB-Only approach [36], which considers just the preempted task(s). Both the UCB-Union approach [47] developed by Tan and Mooney in 2007, and the ECB-Union approach [1] derived by Altmeyer et al. in 2011 consider both the preempted and preempting tasks. As does an alternative approach [46] developed by Staschulat et al. in 2005. These approaches were later superseded by multi-set based methods (ECB-Union Multiset and UCB-Union Multiset) which dominate them [2]. These methods have subsequently been adapted to EDF scheduling by Lunniss et al. [39] [38].

Cache partitioning is one way of eliminating CRPD; however, this results in inflated WCETs due to the reduced cache partition size available to each task. In 2014, Altmeyer et al. [3], [4] derived an optimal cache partitioning algorithm for the case where each task has its own partition. They showed that the trade off between longer WCETs and CRPD often favors sharing the cache rather than partitioning it.

An alternative form of local memory to cache is a scratch pad. If a scratch pad is to be shared between tasks in a preemptive system, then either the scratch pad contents need to be static (i.e. shared by all tasks) which can be ineffective, or the scratch pad contents need to be dynamic, i.e. saved and restored on preemptions. In 2012, Whitham et al. [52], [53] developed a dynamic scratch pad memory reuse scheme and showed how Scratch pad Related Preemption Delays (SRPD) could be integrated into schedulability analysis for FPPS.

Other work has focused on adaptations to the FPPS policy that reduce the number of context switches and their impact, for example scheduling using preemption thresholds and limited or deferred preemption.

Preemption thresholds [35], [43], [44], [51] provide a means of reducing the number of preemptions by making certain groups of tasks non-preemptable with respect to each other. In 2014, Bril et al. [18] integrated CRPD into analysis for fixed-priority scheduling with preemption thresholds. Further work in this area by Wang et al. [50] in 2015 showed that by using preemption thresholds, groups of tasks can share a cache partition while still avoiding CRPD.

Two different models of fixed priority scheduling with deferred preemption have been developed. In the fixed model,
introduced by Burns in 1994 [20], preemption is only permitted at fixed preemption points within the code of each task. This method is also referred to as co-operative scheduling. In the floating model [11], [55], an upper bound is given on the length of the longest non-preemptive region of each task, at run-time non-preemptive behavior is then controlled by the operating system. Exact schedulability analysis for the fixed model was derived by Bril et al. in 2009 [19]. In 2010, Bertogna et al. integrated preemption effects into analysis of the fixed model, considering both fixed [15] and variable [16] costs. In 2012, Davis and Bertogna [28], derived an optimal method of assigning both priorities and the length of the final non-preemptive region of each task in order to maximize schedulability. In 2015, Cavicchio et al. [26] derived an optimal method of placing preemption points that minimizes CRPD. For further information on limited preemption scheduling see the survey by Buttazzo et al. [25].

In 2014, Mohan et al. [40], [41] presented analysis for fixed priority non-preemptive scheduling, assuming that a Flush Task (FT) is required to run whenever execution switches from a high security task to a low security task. A min-cost flow graph formulation was used to upper bound the maximum number of flushes required within the response time of a task. The upper bound is found by considering (in polynomial time) possible permutations of the order of the jobs within the busy period of the task, without regard to their actual arrival times. Further work in this area considered both non-preemptive and preemptive scheduling [42]. The approach has also been adapted to mixed criticality systems scheduled using non-preemptive AMC [8].

The analysis derived in this paper builds on the schedulability tests for FPPS [5], [33], SMC [10], and AMC [9]. It and employs some of the multi-set techniques first used for CRPD analysis in [2], tailored to the analysis of context switch costs.

XI. CONCLUSIONS

In mixed criticality systems, it is vital to ensure that there is sufficient separation between tasks of LO- and HI-criticality applications, so that the behavior or mis-behavior of the former cannot affect the functional or timing behavior of the latter. To ensure appropriate spatial isolation, the memory address spaces used by LO- and HI-criticality tasks must be distinct. In this paper, we modeled tasks as belonging to different processes. Tasks within the same process share an address space that is distinct from the address spaces used by tasks belonging to other processes. A consequence of this separation is that the cost of switching between tasks of the same process (e.g. the same criticality level) is low, whereas the cost of context switching between tasks of different processes (e.g. different criticality levels) can be much higher, due to the additional resources that need to be switched.

We assumed that process-level context switches, which switch address space, also require that the cache contents are saved and subsequently restored via an explicit cache management mechanism. Combined with cache partitioning between tasks belonging to the same process, this mechanism eliminates Cache Related Preemption Delays (CRPD). This ensures that the only impact of a LO-criticality task (belonging to one process) on a HI-criticality task (belonging to another process) is due to the task execution time which is enforced by the RTOS, and a fixed context switch cost. This approach also has the advantage that it prevents security hazards due to a compromised low security process obtaining information from the cache contents of a high security process which it either preempts or follows.

Measurements from an existing prototype implementation on a 75 MHz FPGA showed that the context switch costs are of the order of 30μs for a thread-level context switch and 600μs for a process-level context switch, which additionally saves and restores the contents of 64 Kbyte data and instruction caches.

The main contribution of this paper is in integrating the differing context switch costs into schedulability analysis for fixed priority preemptive scheduling, and the two mixed criticality scheduling schemes, SMC and AMC, based on it. We derived simple, refined, and multi-set analyses for each scheme. Further, our analysis covers the general case where multiple applications (of either HI- or LO-criticality) are each mapped to a different process. It assumes that there are two different context switch costs, corresponding to inter-process context switches (a large cost) and intra-process context switches (a small cost). Many different processes may be considered with no increase in complexity in the analysis.

We showed that the refined and multi-set analyses are not compatible with Audsley’s Optimal Priority Assignment (OPA) algorithm [6], [7]. We therefore proposed a heuristic priority assignment technique aimed at improving schedulability by reducing the number of high cost context switches for systems where all HI-criticality tasks are mapped to one process, and all LO-criticality tasks to another. Our systematic evaluation showed the effectiveness of the different analyses and the priority assignment technique, using representative context switch costs obtained from the prototype system.

In practice, the cost of context switches must be accounted for in any valid schedulability analysis used to verify the timing correctness of a real-time system using pre-emptive scheduling. Accounting for different context switch costs provides a more precise analysis than subsuming a single large context switch cost into task execution times or ignoring these costs altogether. Compared to simple analysis, the more precise multi-set approach can provide the headroom necessary to add more functionality to a system without requiring costly hardware upgrades or software optimization. Alternatively, it may show that a system is schedulable when the simple analysis does not, avoiding the need for unnecessary and costly changes.

One of the disadvantages of employing fully preemptive scheduling is the large number of context switches that may occur. There are a number of techniques that have been developed that can reduce the number of context switches and hence improve schedulability. In future, we aim to explore the integration of different context switch costs into mixed criticality scheduling with deferred preemption [21] and with preemption thresholds [57], as well as extension of the approach to systems with more than two criticality levels [32].
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