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Abstract

Unconventional computing is about breaking boundaries in thinking, act-
ing and computing. Typical topics of this non-typical field include, but are
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not limited to physics of computation, non-classical logics, new complexity
measures, novel hardware, mechanical, chemical and quantum computing.
Unconventional computing encourages a new style of thinking while practi-
cal applications are obtained from uncovering and exploiting principles and
mechanisms of information processing in and functional properties of, phys-
ical, chemical and living systems; in particular, efficient algorithms are de-
veloped, (almost) optimal architectures are designed and working prototypes
of future computing devices are manufactured. This article includes idiosyn-
cratic accounts of ‘unconventional computing’ scientists reflecting on their
personal experiences, what attracted them to the field, their inspirations and
discoveries.

Keywords: Unconventional computing, East, West, spirituality

1. Introduction

The term ‘unconventional computing’ has no exact definition. Proceeding
by inclusiveness we could say that the following research topics are most com-
monly, but not necessarily, classified as ‘unconventional’: physics of computa-
tion (e.g. conservative logic, thermodynamics of computation, reversible com-
puting, quantum computing, collision-based computing with solitons, optical
logic); chemical computing (e.g. implementation of logical functions in chem-
ical systems, image processing and pattern recognition in reaction-diffusion
chemical systems and networks of chemical reactors); bio-molecular comput-
ing (e.g. conformation based, information processing in molecular arrays,
molecular memory); cellular automata as models of massively parallel com-
puting complexity (e.g. computational complexity of non-standard computer
architectures; theory of amorphous computing; artificial chemistry); non-
classical logics (e.g. logical systems derived from space-time behaviour of nat-
ural systems, logical reasoning in physical, chemical and biological systems);
smart actuators (e.g. molecular machines incorporating information process-
ing, intelligent arrays of actuators); novel hardware systems (e.g. cellular
automata VLSIs, functional neural chips); mechanical computing (e.g. mi-
cromechanical encryption, computing in nanomachines, physical limits to
mechanical computation).

There are two discipline-wise paths to unconventional computing. First,
you are initially trained as mathematician or computer scientist, then you
rebel and start pushing the limits of conventional science, and eventually



find yourself outside the well establish tracks. Second, more common, you
are trained as chemist, biologist, physicist, then you got involved in compu-
tation and got eager to understand the meaning of information and computa-
tion in natural systems, and subsequently start realising computing devices
in novel substrates. Following the overall goals of this special issue we have
aimed to represent a mosaic of snapshots of personal, scientific, spiritual and
philosophical experiences of scientists working in the field of unconventional
computing. We did not try to answer the question “How?” each of one
of them got into the field but rather “Why?” they found themselves do-
ing unconventional computing. Some authors did not even answer “Why?”
because no answer may exist.

To make the compendium of ‘paths towards unconventional’ representa-
tive we have invited authors with backgrounds in different fields of science,
various stages of their academic career, and from a wide geographic distri-
bution. They are Cristian S. Calude (Sect. , who excels in computability
and algorithmic and quantum randomness and was the first to propose the
‘unconventional computation; Selim Akl (Sect. , who is amongst the fa-
thers of parallel computation, especially sorting, quantum computing, and
non-universality; Kenichi Morita (Sect. , the guru of reversibility and cel-
lular automata; Yukio-Pegio Gunji (Sect. , well known for his unorthodox
thoughts on observation and complexity; Hector Zenil (Sect. @, a pioneer in
applications of algorithmic complexity to molecular and computational biol-
ogy; Andrew Schumann (Sect. , who deals with unconventional logic for
modelling behaviours; Zoran Konkoli (Sect. , known for his unique interdis-
ciplinary contributions to physics and metaphysics of computation; Maurice
Margenstern (Sect. @, famous for hyperbolic cellular automata and compu-
tation; José Félix Costa (Sect. , excelling in physics and logic of computa-
tion; Mark Burgin (Sect. , who has advanced super-recursive algorithms,
axiomatic complexity and inductive Turing machines; Andrew Adamatzky
(Sect. , who has designed a range of weird prototypes of unconventional
computing devices; Mohammad M. Dehsibi (Sect. , who has discovered
trends in evolving complexity of Persian language; Richard Mayne (Sect. ,
who has advanced bio-medical foundations of computing; Bruno Marchal
(Sect. , who has advanced foundations of the physical sciences and the
mind-body problem; Yaroslav D. Sergeyev (Sect. [L6]), who founded the field
of numerical computing with infinities and infinitesimals having many appli-
cations and a striking importance for foundations of mathematics; Karl Svozil
(Sect. , who attempted to invent superluminal space travel, and became
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fascinated by the metaphysical debate on (in)determinism; Genaro Martinez
(Sect. , cellular automata guru; Georgios Ch. Sirakoulis (Sect. , an
unconventional hardware engineer; Bruce MacLennan (Sect. , a prophet
of continuous computing; Susan Stepney (Sect. , who is making computer
science a natural science.

2. Kenichi Morita: Unconventional Knowledge

Distinguishing between “conventional computing” and “unconventional
computing” is not so easy, since the notion of unconventional computing is
rather vague. Some scientist may want to give a rigorous definition of it.
But, if he or she does so, then unconventional computing will become less
attractive. The very vagueness of the concept stimulates one’s imagination,
and thus is a source of creation.

In this short essay, related to such a problem, we consider thinking styles
of the West and the East. We examine several possibilities of ways by which
we can recognize various concepts in the world, and acquire enlightenment
from the nature. At first, we begin with the two categories of knowledge
in Buddhism. They are “discriminative knowledge” and “non-discriminative
knowledge” (however, as we shall see below, discrimination between “dis-
criminative knowledge” and “non-discriminative knowledge” itself is not im-
portant at all in Buddhism). Although it is very difficult to explain them,
in particular non-discriminative knowledge, by words, here we dare to give
some considerations on them.

Discriminative knowledge is just the set-theoretic one. Namely, it is a
knowledge acquired by classifying things existing in the world. For example,
the discriminative knowledge on “cat” is obtained by distinguishing the ob-
jects that are cats from the objects that are not cats. Therefore, what we
can argue based on discriminative knowledge is a relation among the sets
corresponding to various concepts, e.g., the set of cats is contained in the
sets of animals, and so on. Knowledge described by an ordinary language (or
a mathematical language like a logic formula) is of this kind, since “words”
basically have a function to distinguish certain things from others.

Non-discriminative knowledge, on the other hand, is regarded as the true
wisdom in Buddhism. But, it is very difficult to explain it in words, since
words can be used for describing discriminative knowledge. Therefore, the
only method by which we can express it is using a negative sentence like



“Non-discriminative knowledge is not a knowledge that is obtained by distin-
guishing certain things from others.” Actually, non-discriminative knowledge
is recognized neither by words, nor by thinking, nor by act. Moreover, it is
not even recognizable. This is because all acts such as recognizing, thinking,
and explaining some objects necessarily accompany discrimination between
the self (i.e., actor) and the object. In Buddhism, everything is empty, i.e.,
it has no reality in the world in its essence. Hence, there is nothing to be
discriminated, and there is a truth that can be gotten without discriminat-
ing things. Furthermore, such a truth (non-discriminative knowledge) itself
is also empty, and thus does not exist. It may sound contradictory, but this
is caused by explaining it by ordinary words.

There is no doubt that discriminative knowledge brings practical conve-
nience to our daily life. Today’s science also relies on discriminative knowl-
edge. There, objects to be studied are clearly identified, and their properties
are described precisely. By this, science brought us a great success. However,
discrimination is considered as a kind of “biased view” in Buddhism. Thus,
we should note that such a knowledge is a “relative” one. Namely, when we
state a scientific truth, we can only say like “If we assume a certain thing is
distinguishable from others based on some (biased) viewpoint, then we can
conclude so-and-so on it.” We should thus be careful not to overestimate the
descriptive power of languages.

It is well known that from the end of 19th century the foundation of
mathematics has been formalized rigorously with the utmost precision. It is,
of course, based on discriminative knowledge. However, at the same time,
problems and limitations of such a methodology were also disclosed. A para-
dox by Bertrand Russel on the set theory is the most famous one, which first
appeared in Nachwort of the Frege’s book [1]. Russel’s paradox is as follows.
Let R be the set of all sets each of which does not contain itself as a member.
Is R a member of itself or not? In either case, it contradicts the definition
of R. Due to this paradox, the naive set theory had to be replaced by some
sophisticated ones such as the type theory. The incompleteness theorem by
Kurt Godel [2] also shows a limitation of a formal mathematical system. He
proved that in every formal system in which natural numbers can be dealt
with, there exists a “true” formula that cannot be proved in this system.
He showed it by composing a formula having the meaning “This formula is
unprovable.”

Nagarjuna is a Buddhist priest and philosopher who lived in India around

150-250 AD. He is the founder of Madhyamaka school of Buddhism, where



he developed the theory of emptiness. In his book Vigrahavyavartani (The
Dispeller of Disputes) [3], he pointed out “very logically” that false thinking
will be caused by relying only on discriminative knowledge. This book is
written in the following form. First, philosophers of other schools who believe
every concept has a substance (here, we call them philosophical realists)
present objections against those of Madhyamaka school. Then, Nagarjuna
refutes all of them.

While philosophers of Madhyamaka school assert every concept has no
substance (but they assert “nothing” as we shall see below), the opponents
(philosophical realists) say as follows [3].

If the substance of all things is not to be found anywhere, your
assertion which is devoid of substance is not able to refute sub-
stance. (Verse 1)

Moreover, if that statement exists substantially, your earlier the-
sis is refuted. There is an inequality to be explained, and the
specific reason for this should be given. (Verse 2)

Nagarjuna says:

If T had any thesis, that fault would apply to me. But I do not
have any thesis, so there is indeed no fault for me. (Verse 29)

To that extent, while all things are empty, completely pacified,
and by nature free from substance, from where could a thesis
come? (Commentary by Nagarjuna on Verse 29)

That is, without saying “all things are empty,” all things are empty by nature,
and hence the Nagarjuna’s assertion itself is also empty.

We can see that the observation “If all things are empty, then the assertion
‘all things are empty’ cannot exist” resembles the second incompleteness
theorem “If a formal system in which natural numbers can be dealt with is
consistent, then consistency of the system cannot be proved in the system”
by Godel [2]. However, methodologies for obtaining the above observations
are quite different. In the former case, non-discriminative knowledge played
the crucial role, and thus the observation itself is again empty.

Nagarjuna launches a counterattack against philosophical realists, who
claim “all things have substances,” by the following objection.



The name “non-existent” — what is this, something existent or
again non-existent? For if it is existent or if it is nonexistent,
either way your position is deficient. (Verse 58)

It is clear that the above argument is analogous to Russel’s paradox. By
this, Nagarjuna pointed out that philosophical realists who rely only on dis-
criminative knowledge have a logical fault. However, as stated in Verse 29,
Nagarjuna asserts nothing in his book.

It will be reasonable to regard discriminative knowledge as conventional
knowledge. Then, how is non-discriminative knowledge? Although this kind
of knowledge has been argued by philosophers and Buddhists for a very long
time, we can say neither conventional nor unconventional. Probably, it is
meaningless to make such a distinction. Instead, we consider a question:
Can we use non-discriminative knowledge for finding a new way of scientific
thinking, and for giving a new methodology of unconventional computing?
Since current scientific knowledge is very far from non-discriminative knowl-
edge, it looks quite difficult to do so. However, it will really stimulate our
imagination, and may help us to widen the vista of unconventional comput-
ing.

I have been studying reversible computing and cellular automata [4] for
more than 30 years. Through the research on these topics, I tried to find
novel ways of computing, and thus I think they may be in the category
of unconventional computing. Besides the scientific research, I was inter-
ested in Buddhism philosophy. In 1970’s and 80’s, I read Japanese transla-
tions of several sutras and old texts of Buddhism. They are, for example,
Pragnaparamita Sutra (Sutra of Perfection of Transcendent Wisdom)E], and
Vimalakirti-nirdesa Sutra (Vimalakirti Sutra), as well as Vigrahavyavartani
(The Dispeller of Disputes). All of them discuss emptiness of various con-
cepts and things in the world, but assert nothing. I was greatly impressed by
these arguments, which themselves are empty. Although my research results
are, of course, given in the form of discriminative knowledge, and thus in the
purely Western style, I think such a thought somehow influenced me on my
research when exploring new ways for unconventional computing.

!There are several versions of Prajiaparamita Sttra that range from a very short one
to a very long one. The shortest two are often called Heart Sutra, and Diamond Sutra.



3. Yukio-Pegio Gunji: Observers

Unconventional computing is the computing equipped with an endo-
observer or an internal observer (Roessler, Matsuno, Gunji). Formal logic
and /or classical and conventional computing is equipped with an exo-observer.
A substrate with an endo-observer is called “life”. That is a tradition of an-
imism in the Eastern culture.

An observer in computing is defined as an interface connecting computing
resource to the external world. If the relation between the computing resource
and the external word is uniquely determined, the interface is implemented
just as a machine. Otherwise, one is destined to find some ambiguity or
indefiniteness in the interface. That is why we generalize interface in the
form of an observer. Distinction of exo- and endo-observer is defined with
respect to where he or she stands to observe something.

An exo-observer is an observer standing at the edge of the whole per-
spective. Thus, how to manipulate an object in the perspective is uniquely
determined. Grounding an object to the external world is realized at the
edge of perspective not at the margin of each object. Imagine “1+2” in
arithmetic. The meaning of “17, “4” and “2” is uniquely determined with-
out ambiguity. Ambiguity is nothing but character grounding to the external
world. In this sense, each symbol “17, “4+” and “2” has no ambiguity at the
margin of each symbol. Grounding has not been found till what is adapted to
the expression, “1+2”. If one counts the two coins added with one coin, the
perspective (math) in which “142” is well-defined is grounded to the coins in
the external world at the edge of the perspective. Similarly, if one counts two
pebbles added with one, the perspective is grounded to the external world
at the edge of arithmetic.

Writing a sentence or a poem is a kind of computing, although this a
computing with an endo-observer (i.e., unconventional computing). Imagine
a special expression, “Specially trained beetle”. One believes that one can
usually determine the meaning of the word, “specially”, “training” and “bee-
tle” without ambiguity. Therefore, one believes that the meaning of “spe-
cially trained beetle” can be determined just as the combination of meaning.
However, what is “trained beetle” and indeed, “specially”? That is an alter-
native beetle beyond beetle, featured with ominous attribute, which might
be appeared in the masterpiece of Hieronymus Bosch. That is the power of
literature and /or poetry. Why is it possible? In the strict sense, the meaning
of “specially”, “training” and “beetle” cannot be uniquely determined. The



“beetle” can be connected to what is not a beetle while “beetle” indicates
what is called a beetle. Usually the part of what is not a beetle is hidden
and cannot disappear till the special expression, “specially trained beetle”
is mentioned. Usually no one notices the part of what is not a beetle in
“beetle”, but there exists at the margin of “beetle”. Each of the words “spe-
cially”, “training” and “beetle” is linked to an external world. That is why
the outside of “specially”, of “training” and of “beetle” can be resonated to
bring about something ominous. The observer exists at the margin of each
word within the perspective of the words. That is why such observers are
endo-observers.

Replace words with some materialistic computing resource. One can
imagine unconventional computing rather than classical formal computing.

We here refer to Bob Rosens idea of life. He first mentioned complex
system. In his sense, simple system consists just of formal, efficient and
material cause. As for building a house, formal cause corresponds to a blue-
print for the design, efficient cause corresponds to works of carpenters, and
material cause corresponds to woods, nails and bricks. As for the house
building the forth cause exists, the final cause. That corresponds to someones
living. Thus, building a house is a complex system because a system is
connected to function in the open environment.

We think that the idea remains something to be revised. Note that the
final cause is the interface between a system and its environment (external
world). That is an observer. If three causes, formal, efficient and material
cause are connected to each other without ambiguity, one can find a per-
spective consisting of three causes as a definite perspective. Thus, the final
cause exists at the edge of the perspective. The former three causes can
be independently separated from the forth final cause. In this sense the fi-
nal cause at the edge of the perspective can correspond to the exo-observer.
Even if the final cause can participate in the system, the final cause can-
not contribute to other three causes within a perspective. In this sense, it
is a simple system far from living systems. Instead of it, if the relationship
among three causes, formal, efficient, and material causes cannot be uniquely
determined and can be opened to the ambiguity, one can find the connec-
tion to the external world at the margin of each cause. The connection to
the external world erodes each cause, respectively. In other words, dynamic
and indefinite relation among formal, efficient and material causes is the fi-
nal cause and endo-observer. Rosen himself introduced the idea of complex
system and the final cause to define life itself. Now we spelled out that the
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final cause is nothing but an endo-observer. If the endo-observer is explicitly
found, then the system accompanied with an endo-observer is called a living
system. While Rosen tried to formalize living system in a category theory
to implement the final cause, as he mentioned, the map from data (material
cause) to program or function (efficient cause) is destined to have an inverse
map of it. The inverse cannot be uniquely determined and then such ambi-
guity is opened to the endo-observer. While Rosen involved indefiniteness in
formalizing life in a category theory, the indefiniteness can reveal a system
with an endo-observer.

4. Cristian S. Calude: Cooperation in Rebellion

I was always fascinated by impossibilities and mathematics. Later they
merged into mathematical impossibilities, a research topic for many years.
Impossibilities appear everywhere, from daily life to science, mathematics
and politics. Many impossibilities are just apparent. For example, it is
often claimed that having a dispassionate conversation about guns is an im-
possibility. Impossibilities in science tend to be time-dependent: renowned
physicists thought that “heavier than air” flying machines were impossible
(W. T. Kelvin), the atom bomb was impossible (E. Rutherford) and black
holes were “science fiction” (A. Einstein).

“No triangle can have two right angles” and “the square of 2 cannot be
written as a fraction with both positive integers numerator and denominator”
are mathematically proven impossibilities. They are forever, as all mathe-
matical impossibilities. Proving a mathematical impossibility is in general
more difficult than proving a positive result. For example, to prove that
a specific function f mapping natural numbers to natural numbers can be
computed by a Turing machine is enough to construct a Turing machine M
and prove that indeed M (n) computes f(n) for every n. Proving that f is
not computable by any Turing machine is a more difficult task: one has to
show that every Turing machine fails to compute f, that is, for every Turing
machine M there exists a natural m such that f(m) # M(m).

Below are a few of the mathematical impossibilities I have pondered over
the years.

1. The set of algorithmic random strings is not computable, in fact, it is
highly incomputable (immune) — no algorithm can “certify” more than
finitely many algorithmic random strings, [5].
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2. The set of reals satisfying the law of large numbers is probabilistically
“large”, but topologically “small”. Similarly, but in a constructive
(stronger) sense, the set of Martin-Lof random sequences has measure
1, but it is a meagre set in Cantor’s topology, [6].

3. In a quite general topological sense, Godel’s incompleteness is not an
exception, but a rather common phenomenon. With respect to any
reasonable topology the set of true and unprovable statements of such a
theory is dense and in many cases even co-rare, that is “very large”, [7].

4. Every computably enumerable Martin-Lof random real is the halting
probability of a universal prefix-free Turing machine for which ZFC —
arguably the most powerful formal system for mathematics — cannot
determine more than its initial block of 1 bits — as soon as you get a 0,
it is all over, [§].

5. The halting probability 2y of a universal prefix-free machine U is
Martin-Lof random. However, there exists a universal prefix-free ma-
chine U such that Peano Arithmetic cannot prove the randomness of
Qy based solely on U (which fully determines ), [9], [10]

Impossibilities highlight limits and with every limit comes the challenge
to trespass it. “Heavier than air” flying machines are ubiquitous, the atom
bomb was possible and its consequences have been devastating, and on 15
June 2016 the detection of a gravitational wave event from colliding black
holes was announced. In mathematics, too, limits can be transgressed. For
example, the broken symmetry between measure and category for Martin-
Lof random sequences can be restored if we use Staiger’s U’-topology, [10],
a relativisation of the Cantor topology.

Unconventional computing is about challenging computational limits.

In 1994 John Casti and I started talking about the eventual decay of
Moore’s law and the advance of new models of computation, which we called
unconventionaP} At that time there was a wide spread belief that the P

2The earliest written reference to the term which I have is from an email sent by
Seth Lloyd to John Casti Sat on 27 Jul 1996 17:12:41 in which Seth, answering an email
from John, lists some researchers in “unconventional and non-Turing models of computa-
tion” [11].

11



vs. NP problenf]| will be solved in the negative before the end of the cen-
tury. This motivated the imperative need to find fast algorithms to solve NP
problems, a computational challenge unlikely, if not impossible, to succeed
using Turing machines. Another reason was the Turing barrier derived from
the Church-Turing Thesis. All computations are extensionally equivalent to
Turing machines: is it possible to design new models of computation capa-
ble of transgressing Turing’s barrier? As a response, in 1998 together with
John Casti and Michael Dinneen I started a new series of conferences called
Unconventional Models of Computation; see [12], 11]. The first conference in
the series was organised in Auckland, New Zealand on 6-9 January 1998 by
the Centre for Discrete Mathematics and Theoretical Computer Science in
Auckland and the Santa Fe Institute.

My interests for the emergent area of unconventional computing sparked
from three sources: a) my ongoing work on limits, b) the cooperation with
quantum physicist Karl Svozi]E] on discrete modelling of quantum phenomena,
see [14, 15,16, [17] and ¢) a “rebel” attitude against the mainstream computer
science motivated in part by the feeling that although I am part of the com-
munity, “I still do not belong” P| Since then I have been working in trespassing
the Turing barrier [18, [19] 20] 211, 22], de-quantisation [23| 23], 24], quantum
randomness, [25], 26, 27, 28, 29 B0] and quantum annealing [31, 32] 33]. As
one can recognise, these topics are not “main stream”; moreover, the results
themselves are not infrequently “swimming against the tides”.

5. Selim Akl: Nonuniversality

I cannot remember a time when I did not think unconventionally. All my
life I tried to see if some things could be done differently. It was always a
thrill to explore unconventional wisdom. Since this article is about paths to

3Currently still open.

4Author of the influential book [13].

Why such a feeling? Perhaps because of my strong interest in modelling mathemati-
cally computational processes. Mathematics is a blend of logical rigour and art, a discipline
closer to philosophy and theology than to science and engineering. Like philosophy and
theology, mathematics operates with ideas, a universe in which infinity plays a dominant
role and beauty is a major criterion of quality. Understanding is more important than
knowing or doing (computing). Although breaking barriers is the norm, mathematics is
capable of scrutinising its own limits.
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unconventional computation, I will restrict my contribution to this topic [f|

In our never-ending quest to understand the workings of Nature, we hu-
mans began with the biological cell as a good first place to look for clues.
Later, we went down to the molecule, and then further down to the atom, in
hopes of unravelling the mysteries of Nature. It is my belief that the most
essential constituent of the Universe is the bit, the unit of information and
computation. Not the cell, not the molecule, not the atom, but the bit may
very well be the ultimate key to reading Nature’s mind.

Does Nature compute? Indeed, we can model all the processes of Nature
as information processes. For example, cell multiplication and DNA replica-
tion are seen as instances of text processing. A chemical reaction is simply
an exchange of electrons, that is, an exchange of information between two
molecules. The spin of an atom, whether spin up or spin down, is a binary
process, the answer to a ‘yes’ or ‘no’ question. Information and computation
are present in all natural occurrences, from the simplest to the most complex.
From reproduction in ciliates to quorum sensing in bacterial colonies, from
respiration and photosynthesis in plants to the migration of birds and but-
terflies, and from morphogenesis to foraging for food, all the way to human
cognition, Nature appears to be continually processing information.

I had been working on parallel computation since the late 1970s. Be-
cause parallelism is inherent to all computational paradigms that later came
to be known as “unconventional”, the transition from architecture-dependent
parallelism to substrate-dependent parallelism was logical, natural, and easy.
This is how I embraced quantum computing, optical computing, bio-molecular
computing, cellular automata, slime mould computing, unconventional com-
putational problems, and ultimately nonuniversality in computation. My
earliest contribution in this direction was made in the early 1990s, when
I developed, with Dr. Sandy Pavel, processor arrays with reconfigurable
optical networks for such computations as integer sorting and the Hough
transform.

Quantum computers are usually promoted as being able to quickly per-
form computations that are otherwise infeasible on classical computers (such
as factoring large numbers). My work with Dr. Marius Nagy and Dr. Naya
Nagy, by contrast, has uncovered computations for which a quantum com-

6 All works mentioned in this paper are available at: http://research.cs.queensu.
ca/home/akl/
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puter is, in principle, more powerful than any conventional computer. One
example of such a computation is that of distinguishing among the 2" entan-
gled states of a quantum system of n qubits: This computation can only be
performed on a quantum computer.

With Dr. Virginia Walker, I co-supervised three graduate students who
built a DNA computer capable of performing a simple form of cryptanalysis.
They also put to the test the idea of double encoding as an approach to
resisting error accumulation in molecular biology techniques such as ligation,
gel electrophoresis, polymerase chain reaction (PCR), and graduated PCR.

With Dr. Sami Torbey I used the two-dimensional cellular automaton
model to provide unconventional solutions to computational problems that
had remained open for some time, namely: (i) Density classification, that is,
given a two-state grid, does it contain more black or more white cells? (ii)
Planar convex hull, that is, given a set of n points, what is the convex polygon
with the smallest possible area containing all of them? The first problem
was solved using a “gravity automaton”, that is, one where black cells are
programmed to “fall” down towards the bottom of the grid, while the second
was solved by programming the cells to simulate a rubber band stretched
around the point set and then released. We also used cellular automata to
solve a coverage problem for mobile sensor networks, thus bringing together
for the first time two unconventional computational models.

One of the dogmas in Computer Science is the concept of computational
universality: “Given enough time and space, any general-purpose computer
can, through simulation, perform any computation that is possible on any
other general-purpose computer.” Statements such as this are commonplace
in the computer science literature, and are served as standard fare in under-
graduate and graduate courses alike. I consider it one of my most important
contributions to have shown that such a Universal Computer cannot exist.

I discovered nonuniversality because of a challenge. While giving an in-
vited talk on parallel algorithms, a member of the audience kept heckling me
by repeatedly interrupting to say that anything I can do in parallel he can do
sequentially (on the Turing Machine, to be precise). This got me thinking:
Are there computations that can be done in parallel, but not sequentially?
It was not long before I found several such computations. The bigger insight
came when I realised that I had discovered more than I had set out to find.
Each of these computations had the following property: For a problem of size
n they could be solved by a computer capable of n elementary operations per
time unit (such as a parallel computer with n processors), but could not be
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solved by a computer capable of fewer than n elementary operations per time
unit. This contradicted the aforementioned principle of simulation, and as
a consequence also contradicted the principle of computational universality.
Thus parallelism was sufficient to establish nonuniversality in computation. I
later proved that parallelism was also necessary for any computer that aspires
to be universal.

Specifically, in order to obtain my result on nonuniversality in compu-
tation, I exhibited functions of n variables that are easily evaluated on a
computer capable of n elementary operations per time unit, performed in
parallel, but cannot be evaluated on a computer capable of fewer than n el-
ementary operations per time unit, regardless of how much time and space
the latter is given. An example of such a function is one that takes as input
n distinct integers in arbitrary order, and returns these integers sorted in
increasing order, such that at no time during the computation three inputs
appear in decreasing order. Nonuniversality in computation is the computer
science equivalent of Godel’s Incompleteness Theorem in mathematical logic.

And thus the loop was closed. My journey had taken me from paral-
lelism to unconventional computation, and from unconventional computa-
tional problems to nonuniversality. Now, nonuniversality has brought me
back to unconventional computation. All said, I trust that unconventional
computation has provided a perfect research home for my character and my
way of thinking, and has uncovered a wondrous world of opportunities for
my inventiveness and creativity.

It is relevant to mention in closing that the motto of my academic de-
partment is Sum ergo computo, which means I am therefore I compute. The
motto speaks at different levels. At one level, it expresses our identity. The
motto says that we are computer scientists. Computing is what we do. Our
professional reason for being is the theory and practice of Computing. It also
says that virtually every activity in the world in which we live is run by a
computer, in our homes, our offices, our factories, our hospitals, our places
of entertainment and education, our means of transportation and communi-
cation, all. Just by the simple fact of living in this society, we are always
computing. At a deeper level the motto asserts that “Being is computing”.
In these three words is encapsulated our vision, and perhaps more concretely
our model of computing in Nature. To be precise, from our perspective as
humans seeking to comprehend the natural world around us, the motto says
that computing permeates the Universe and drives it: Every atom, every
molecule, every cell, everything, everywhere, at every moment, is performing
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a computation. To be is to compute.

What a magnificent time to be a computer scientist! Computing is the
most influential science of our time. Its applications in every walk of life are
making the world a better place in which to live. Unconventional computa-
tion offers a wealth of uncharted territories to be explored. Indeed, natural
computing may hold the key to the meaning of life itself. What more can we
hope for?

6. Hector Zenil: Causality in complexity

The line between unconventionality, dogmatism, indeed even esotericism
is very fine and critical, even in science. Turing, for example, challenged his
own concept, and came up with the idea of an oracle machine to explore
the implications of his challenge, though he never suggested that such a
machine existed. He continued challenging conceptions with his ideas about
thinking machines and processes in biology that could be closely simulated by
mathematical equations, yet never suggested that machines could (or could
not) think as humans do, which is why he designed a pragmatic test. Nor
did he ever suggest that biology followed differential equations. Einstein, in
turn, kept looking for ways to unify his gravitational and quantum models
of the world, kept challenging the idea of the need for true randomness in
quantum mechanics, but fell short of challenging the idea of a static (non-
expanding) universe. Successful theories cannot, however, remain forever
unconventional, but people can.

My first unconventional moment, of a weak type, came when I faced the
philosophical conundrum regarding the practice and the theory of compu-
tation: could the kind of mechanical description introduced by Turing be
generalized not only to the way in which humans (and now digital comput-
ers) perform calculations but to the way in which the universe operates?
Contrary to what many may think, this is not an unconventional notion;
physics points in the direction of a Turing-universe, where elementary parti-
cles cannot be further reduced in size or type. Such particles have no other
particularity to them, no distinctive properties; they are exactly alike (except
for its spin), indistinguishable, just as cells on a Turing machine tape are in-
distinguishable except in terms of the symbol they may contain (equivalent
to reading the spin direction). Moreover, classical mechanics prescribes full
determinism, and the necessity of quantum mechanics to require or produce
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true indeterministic randomness is contested by different interpretations (e.g.
Everett’s multiverse).

Every model in physics is computational and lives in the computational
universe [34] (the universe of all possible programs), as we are able to code
such models in a digital computer, plug in some data as initial conditions and
run them to generate a set of possible outcomes for real physical phenomena
with staggering predictive precision. That does not mean that the universe
itself is computational, but the correspondence between nature and such
computational models has been striking and is at the foundations of science.
Such a convergence between simulation and simulated cannot but suggest the
possibility that the real phenomenon undertakes similar calculations as the
ones carried out by the computers on which the simulation takes place. We
may be pushed to believe that the inadequacy of such models in predicting
long term weather patterns with absolute precision reflects the limitations of
the models themselves, or the divergent nature of the universe with respect
to the possibly limited digital carries, or else the fundamental unsoundness
of computable models, but we know that the most salient limitation has been
the inadequate data—both in quantitative and qualitative terms—that we can
plug into the model, as we are always limited in our ability to collect data
from open environments, from which we can never attain enough precision
without having to simulate every particle in the entire universe, an impossible
feat. But we do know that the more data we introduce into our models
the better they perform so we have indications of convergence rather than
divergence from algorithmic models of the world beyond the limitations of
measurement related to non-linear systems.

Computational or not, if anything was clear and not in the least uncon-
ventional, it was that the universe was algorithmic in a fundamental way, or
at least that in light of successful scientific practice it seemed highly likely to
be so. While this is a highly conventional point of view, many may view such
a claim as being almost as strong as its mechanistic counterpart because, ul-
timately, in order to shift the question from computation to algorithms, one
must decide what kind of computer runs the algorithms. However, after my
exploration of non-computable models of computation [35], I began my ex-
ploration of what I call the algorithmic nature of the world, which makes
no ontological commitment to some particular specs of a particular kind of
computer or of computation. I wanted to study how random the world may
be, and what the theory of mathematical randomness may tell us about the
nature of the universe and the kinds of data that could be plugged into mod-
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els, their initial conditions, and the noise attendant upon the plugging in of
the data. This promised to give me a better understanding of whether it
was the nature of the data on which a computational model ran that made
it weaker and more limited, or whether it was only the quantity of the data
that determined the limitations of computable models. And so I launched
out on my strong unconventional path by introducing alternatives for mea-
suring and applying algorithmic complexity, leading to exciting deployments
of highly abstract theory in highly applied areas. The basic units of study
in the theory of algorithmic complexity are sequences, and nothing epito-
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