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Abstract

This short paper accompanies the keynote talk at RTSOPS 2017. It discusses the different meanings attached to probabilistic Worst-Case Execution Time (pWCET) distributions derived from Static Probabilistic Timing Analysis (SPTA) and Measurement-Based Probabilistic Timing Analysis (MBPTA). These different meanings relate to aleatoric variability (randomness in the systems and its environment) and epistemic uncertainty (lack of knowledge about the system) respectively. The different meanings have significant implications in terms of the valid use of pWCET distributions in probabilistic schedulability analysis.

I. INTRODUCTION

Verifying the timing correctness of real-time systems is typically a two step process.

- **Timing Analysis** is used to characterise the maximum amount of time which each software component or task can take to execute on the hardware platform. Typically, this is done by estimating, as a single value, an upper bound on the Worst-Case Execution Time (WCET).
- **Schedulability Analysis** is used to characterise the end-to-end response time of functionality involving one or more components, taking into account the way in which the components are scheduled, and any interference between them. Schedulability analysis typically makes use of WCETs to compute an upper bound on the Worst-Case Response Time (WCRT) which can then be compared to the deadline to determine timing correctness.

During the past decade the hardware platforms used, or proposed for use, in real-time embedded systems have become increasingly more complex. Architectures include advanced hardware acceleration features such as pipelines, branch prediction, out-of-order execution, caches, scratchpads, and multiple levels of memory hierarchy, as well as multi-core and many-core processors. These advances, along with increasing software complexity, greatly exacerbate the timing analysis problem. Most acceleration features are designed to optimise average-case rather than worst-case behaviour and can result in significant variability in execution times. This is making it increasingly difficult, if not impossible, to obtain tight WCET estimates from conventional static timing analysis methods that seek to provide a single absolute upper bound on the WCET. Further, increases in software and hardware complexity make it extremely difficult to ensure that the worst-case path(s) through a program have been exercised, and that the worst-case software and hardware states have been encountered in measurement-based analyses.

Probabilistic WCET analysis provides an alternative approach reflecting the fact that the absolute WCET of some software components running on advanced hardware platforms cannot be precisely determined. Instead of assuming a single absolute value for the WCET, probabilistic WCET analysis characterises the worst-case execution time of a component using a probability distribution. The precise meaning of this probabilistic Worst-Case Execution Time (pWCET) distribution is discussed in the next section. A probabilistic description of the worst-case execution time behaviour of a component can be used to estimate the probability that timing overruns may occur, and to size execution time budgets appropriately. The pWCET distribution can also be used via probabilistic schedulability analysis to upper bound the probability that deadlines may be missed.

Research into probabilistic WCET analysis can be classified into two main categories:

- **Analytical methods**: referred to as Static Probabilistic Timing Analysis (SPTA) [4], [7], [2], [1], [12]. SPTA is applicable when some part of the system or its environment contributes random or probabilistic timing behaviour, for example a random replacement cache. SPTA methods analyse the software, at both a high level (structural) and a low level (instructions), and use a model of the hardware behaviour to derive an estimate of worst-case timing behaviour, represented by a pWCET distribution, that is valid for any possible inputs, software states, hardware states\(^1\), and paths through the code. SPTA does not execute the code on the actual hardware; rather it relies heavily on the model of the hardware being correct.
- **Statistical methods**: referred to as Measurement-Based Probabilistic Timing Analysis (MBPTA) [3], [10], [11], [6], [18], [17], [16], [14], [13]. MBPTA makes use of measurements (observations) of the overall execution time of the software

\(^1\)Note any random variable, for example a random number generator within a random replacement cache, that gives rise to variation in timing behaviour is not included in these hardware states.
component, obtained by running it on the actual hardware, using test vectors i.e. inputs that exercise a relevant subset of the possible paths through the code, as well as the different software and hardware states that affect timing behaviour. Rather than taking the maximum observed execution time and then adding some engineering margin, these methods use a statistical analysis of the observations based on Extreme Value Theory (EVT) to estimate the pWCET distribution.

II. Uncertainty and pWCET Distributions

It is important to understand the precise meaning of a pWCET distribution since this impacts how such information can be used. In fact there are two subtly different meanings originating from SPTA and MBPTA, which is a potential source of confusion. We consider systems as having a functional behaviour i.e. what the system does in response to its inputs, and a timing behaviour i.e. how long it takes to respond to those inputs. Systems may have functional behaviour which is deterministic, in other words, given the exact same inputs, they will produce the exact same outputs. Functional behaviour may also be non-deterministic, for example a randomised search. Here we are concerned only with the timing analysis of software that has deterministic functionality. Timing behaviour may also be characterised as deterministic or it may depend on some element that can be characterised by a random variable, for example a random replacement cache. Hardware that supports deterministic timing behaviour is referred to as time-predictable, whereas hardware that deliberately introduces some random elements into the timing behaviour is referred to as time-randomised.

In general, uncertainty about the timing behaviour of a system can be classified into two categories:

- **Aleatoric variability** depends on chance or random behaviour within the system itself or its environment.
- **Epistemic uncertainty** is due to things that could in principle be known about the system or its environment, but in practice are not, because the information is hidden or cannot be measured or modelled.

While complex software running on advanced time-predictable hardware may in theory exhibit deterministic timing behaviour and therefore have a single absolute WCET associated with a particular set of inputs, software state, and hardware state, in practice this actual WCET cannot be determined and must therefore be estimated. Such an estimate is subject to epistemic uncertainty. In contrast, software running on simple time-randomised hardware exhibits aleatoric variability in its execution time. SPTA can be used to model aleatoric variability, but must deal with any epistemic uncertainty by upper bounding its effects in the model used. (For example if an instruction has a variable latency dependent on its operands, whose values are unknown, then SPTA can model that instruction as always assuming its worst-case latency). MBPTA can be used with systems that are characterised by either or both aleatoric variability and epistemic uncertainty.

As an example, it is instructive to consider a thought experiment involving two hypothetical systems. Both systems have 10 inputs which can take values in the range 1-6.

- **System A**: has two paths through the code. The first path is taken if the sum of the input values is odd, and takes 40 cycles to execute. The second path is taken if the sum of the input values is even, it has 10 instructions, each of which takes a random amount of time from 1-6 cycles to execute (independent of any other instruction or input value). Thus the overall execution time of this path resembles the total from rolling 10 fair dice.
- **System B**: has a single path, it uses a huge internal 10-dimensional array (with $6^{10}$ entries) that maps from the values of the 10 inputs to a delay. The values for the delays are the totals for each possible permutation of 10 dice rolls; however, they are randomly arranged in the array, and we do not necessarily know what that arrangement is. Further, half of the values have been set to 40 cycles; again, we do not necessarily know which ones. This system looks up its execution time from the table, using the input values, and executes in total for that amount of time.

Intrinsically, System A has only aleatoric uncertainty, while System B has only epistemic uncertainty.

Consider applying SPTA to System A. With an accurate model of the instruction timing behaviour, SPTA could be used to compute a pWCET distribution that upper bounds the timing behaviour of this system irrespective of its inputs.

In the context of SPTA, the meaning of a pWCET distribution can be defined as follows, building on the definition in [7]:

**Definition 1**: The pWCET distribution from SPTA is a tight upper bound on all of the probabilistic execution time (pET) distributions that could be obtained for each individual combination of inputs, software states, and hardware states, excluding the random variables which give rise to variation in the timing behaviour. (Note, each individual pET distribution depends on the random variables, but not on the inputs or states, which are fixed in a particular combination).

Figure 1 illustrates an example pWCET distribution, showing WCET estimates $C_1$ and $C_2$ with different probabilities of exceedance. Also shown are the pET distributions for a few fixed combinations of inputs, software states, and hardware states. (Note this figure is only an example, it is not intended to resemble the pWCET for either System A or B).

---

2Exercising all possible paths and states is typically intractable.

3In the sense of the greater than or equal to operator defined on the 1 - CDF of the distributions [9].
In the absence of any random variables contributing to probabilistic timing behaviour, then the above definition of a pWCET distribution reduces to the familiar one for a single valued WCET obtained via conventional static WCET analysis. It is a tight upper bound on all the execution times that may be obtained for different combinations of inputs, software states, and hardware states.

If the random variables contributing to a probabilistic execution time behaviour are independent, then it follows that the pWCET distribution obtained by SPTA is independent with respect to any particular execution of that component. This is the case, since the pWCET distribution from SPTA upper bounds every pET distribution valid for a specific combination of inputs, software states, and hardware states. This has implications for the use of pWCET distributions, since they are independent they may be composed using basic convolution to derive probabilistic Worst-Case Response Time (pWCRT) distributions [8], [15], which can then be compared to the appropriate deadline to determine the probability of a deadline miss.

Next, consider System B. Applying SPTA using a precise and detailed model of the software and hardware would result in a single WCET, since there are no random variables involved, and we assume no information about the frequency of any combination of input values. By contrast, if we apply MBPTA, then we can estimate the WCET; however, this estimate has epistemic uncertainty. There are things we do not know about the system when we consider it as a “black box”, and we have only taken a sample of execution time observations, hence we cannot be 100% confident that our estimate is correct.

In the context of MBPTA, the meaning of a pWCET distribution can be defined as follows:

**Definition 2:** The pWCET distribution from MBPTA is a statistical estimate giving an upper bound \( p \) on the probability that the execution time of a component will be greater than some arbitrary value \( x \), valid for any possible distribution of input values that could occur during deployment.

Thus the pWCET distribution characterises the probability \( (1 − p) \) that the WCET of a component will be no greater than some arbitrary value \( x \) [5], or as noted by Edgar and Burns [10] the pWCET distribution reflects the confidence we have that the statement, “the WCET does not exceed \( x \) for some threshold \( x \)” is true.

We note that the definitions of a pWCET distribution originating from MBPTA and by SPTA are different. The definition from SPTA reflects aleatoric variability, while that from MBPTA reflects epistemic uncertainty. (Note there could also be an element of aleatoric variability from the system itself, for example if the hardware platform is time-randomised).

Since the pWCET definition from MBPTA reflects epistemic uncertainty, i.e. what isn’t known about the system, then if it turns out that a WCET estimate \( x \) is exceeded, it is possible that it could be exceeded for every one of a number of runs of the component in a sequence, depending on the input values used. This is the case since the pWCET distribution effectively gives the probability that at least one run of the component has an execution time which exceeds \( x \), but given that event, it provides no additional information about the execution times of individual runs.

For example, for System B, let us assume that MBPTA [6] estimates that there is a probability of \( 10^{-y} \) that the WCET exceeds \( x \). However, if that WCET estimate is exceeded, then it could be that it is exceeded every time the component runs, depending on the particular input values used. This has implications for how the pWCET distribution may be used in probabilistic schedulability analysis. Assuming a pWCET distribution derived via MBPTA where a WCET of \( x \) has an exceedance probability of \( 10^{-y} \). We may only infer that \( N \) runs of the component have a probability of no more than \( 10^{-y} \) of exceeding a total execution time of \( Nx \). Contrast this with a similar pWCET distribution derived via SPTA. In this case, assuming the aleatoric variability was due to independent random variables, then it would be valid to apply basic convolution to upper bound the overall execution time of \( N \) runs. This conclusion would not in general be sound with a pWCET distribution derived via MBPTA, due to its different meaning.

In the case of System A, the pWCET distribution from SPTA tells us that the probability that the execution time on any single run will exceed \( x \) is \( 10^{-y} \). If we observe a value larger than \( x \) at some point in a large number of runs, then that is not in itself incompatible with the information that we have, which characterises aleatoric variability. By contrast, in the case of system B, the pWCET distribution from MBPTA gives us a measure of confidence that the WCET is no more than \( x \). If we observe a value larger than \( x \) then that confidence falls to zero.

Another way of looking at the information provided by MBPTA, is to consider that among a universe of systems similar to system B that could produce the observations seen during analysis, then the probability that we are observing a system that has a WCET of more than \( x \) is estimated at \( 10^{-y} \). Stated otherwise, among this universe of similar systems, the frequency of occurrence of a system with an actual WCET exceeding \( x \) is estimated at 1 in \( 10^{y} \).
III. CONCLUSIONS

In this short paper, we have discussed the different meaning attached to pWCET distributions derived from Static Probabilistic Timing Analysis (SPTA) and Measurement-Based Probabilistic Timing Analysis (MBPTA) and their relation to aleatoric variability and epistemic uncertainty. These differences are crucial to the valid composition of these distributions in probabilistic schedulability analysis [15].

We conclude with a discussion of the interesting trade-off between epistemic uncertainty and aleatoric variability. Systems that exhibit needle-in-a-haystack problems, of rare very large execution times in the form of isolated outliers, present a serious challenge to any form of measurement-based timing analysis. Replacing the advanced hardware elements that lead to such isolated outliers with elements that exhibit randomised timing behaviour (for example random replacement caches) may smooth the timing behaviour making it more predictable (statistically), providing better management of epistemic uncertainty. Thus epistemic uncertainty may be reduced at a cost of increasing aleatoric variability. Since MBPTA can be applied to systems that exhibit both epistemic uncertainty and aleatoric variability, a number of interesting questions arise:

- Is there a benefit in trading epistemic uncertainty for aleatoric variability if the former cannot be completely eliminated?
- Is there any way to distinguish aleatoric variability from epistemic uncertainty in the results from MBPTA?
- How can we obtain a valid composition of pWCET distributions from different runs of different components?
- Is it beneficial to directly add aleatoric variability (random noise) to observations of a system that has epistemic uncertainty?
- Is a Static Probabilistic Timing Analysis necessary to show that there is no remaining epistemic uncertainty?
- How can we resolve the problem of representativity in MBPTA?
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